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#### Abstract

Forward Error correction, also referred to as Channel Encoding plays a vital role in providing error free or reliable information transmission/reception. A linear Block Code specified as( $n, k)$ code encodes ' $k$ ' bit data into ' $n$ ' bit code word, by appending $r=n-k$ redundant bits, which are also referred to as parity bits.. The $(n, k)$ Block Code is with a code efficiency or code rate of $R=\frac{k}{n}$, expressed as percentage. The provision of parity bits enables the code to address the influence of the additive noise in the channel on the message transmitted. The errors occurred in the data received can be Random errors, Burst Errors, and Random-Burst-type errors. The present discussion proposes two Channel encoding schemes namely "DATA INVERTING CODES" and "SUMULTI CODES", which are capable of correcting the channel errors.
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## 1.Introduction:

In a linear Block code represented as $(n, k)$ code, each data word represented by a k-tuple as $D=$ $\left[\begin{array}{lllll}d_{1} & d_{2} & - & - & d_{k}\end{array}\right]$ is transformed independently into a code word represented as an $n$-tuple $C=$ $\left[\begin{array}{cccc}c_{1} & c_{2} & -c_{k}\end{array}\right]$. In a Binary Block Code, the code elements are selected from binary alphabets 0 and 1 , and hence the code is Binary Code.
In a systematic block code, each code word contains the original ' $k$ ' symbol(bit) data block unaltered, and the redundant bits are expressed in terms of data bits. These expressions are code specific. In the present paper, "SUMULTI CODES", with the ability of correcting various types of channel errors are proposed and each code word of SUMULTI code is 2- Dimensional , which is constructed using a 1-Dimensional ( $\mathrm{n}, \mathrm{k}$ ) Data Inverting code ( Weight Based Code)which is the constituent code for the specified SUMULTI code. In this1-Dimensional code, in some of the code words, the inverted data word is the parity word and hence the name. The encoding of a data word is depending on the number of Non-Zero elements that are present in it i.e. its Weight. Hence, is the name Weight Based Code. All these constituent codes are $50 \%$ efficient. The code word of A SUMULTI code is a two dimensional ( $8, \mathrm{k}$ )code array and thus contains 8 Xk elements.

## 2. ( $n, \boldsymbol{k}$ ) Data Inverting Codes:

These codes can also be named as "Codes with Unequal Parity Bit Structure", since all the data words are not of the same weight. All the proposed Data Inverting codes(which are the constituent codes for SUMULTI codes) are systematic codes and are capable of correcting single error.
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### 2.1.Code word generation:

The code word of a Data Inverting code is expressed as $C=$
$\left[\begin{array}{llllllllll}d_{1} & d_{2} & - & - & d_{k} & p_{1} & p_{2} & - & - & p_{k}\end{array}\right]$ where $D=\left[\begin{array}{lllll}d_{1} & d_{2} & - & - & d_{k}\end{array}\right]$ is the ' $k$ ' bit data word and $P=\left[\begin{array}{lllll}p_{1} & p_{2} & - & - & p_{k}\end{array}\right]$ is the parity word of length $(n-k)$ with $n=2 k$.
In the code word C

* For the data word with zero/even weight $\rightarrow$ parity word is same as data word .
* For the data word with odd weight $\rightarrow$ parity word is the negated data word.


### 2.2.Decoding:

Let the code word at the receiver be $\mathrm{R}=\left[\begin{array}{llllllllll}d_{1} & d_{2} & - & - & d_{k} & p_{1} & p_{2} & - & - & p_{k}\end{array}\right]$ (R may not be equal to C )

Under the reception with no error, each R satisfies the following conditions:
In the received code word,

## Condition1:

- If parity word is same as the data word, $\sum_{i}\left(d_{i}+p_{i}\right)=0, i$ bounded from 1 to $k$
- If the parity word is the negated data word, $\sum_{i}\left(d_{i}+p_{i}\right)=1, i$ bounded from 1 to $k$


## Condition2:

- If the parity bits are same as the data bits, there will be $2 k$ summations, where all result in a 0 .
- Each sum consists of $k$ terms.
- In each sum, the difference between number of data bits and parity bits will have a value form the set of integers $\{0,1,2, . . k\}$.
For Ex., in a $(6,3)$ Data inverting code, the summations are,

$$
\begin{aligned}
& d_{1}+d_{2}+d_{3}=0 ; d_{2}+d_{3}+p_{1}=0 ; d_{3}+p_{1}+p_{2}=0 ; p_{1}+p_{2}+p_{3}=0 \\
& p_{2}+p_{3}+d_{1}=0 ; p_{3}+d_{1}+d_{2}=0
\end{aligned}
$$

- If the parity bits are the inverted data bits, the above 2 k summations result in alternate $1 / 0$
For the received code word, if Condition- 1 and condition-2 deviate from the results under error free communication, it indicates the reception is not error free.


### 2.2.1. Error Detection and Correction:

The difference between the received $(\mathrm{R})$ and the transmitted (C) code vectors is referred to as Error Vector E. This is expressed as $E=R+C$. Under error free reception, $E=$ $[000 \ldots 0]_{1 X n}$. If the reception is with error/s, E is a non zero vector.
For a given R, computation of E depends on the structure of the parity word and error location in R.

## 2..2.1.1. Identifying the structure of the parity word :

The structure of the parity word in R can be identified based on the Modulo-2 sum (length $k$ ) of $D$ and $P$ of $R$ i.e. $D+P$.
In R ,
$>$ if the parity word is same as the data word, $\checkmark D+P=\left[\begin{array}{lll}0 & 0 & .0\end{array}\right]_{1 X k}$, under error free R
$\checkmark \quad D+P$ consists of $(k-1)$ number of 0 s , under R with error
$>$ If the parity word is the negated data word,
$\checkmark D+P=\left[\begin{array}{lll}1 & 1 & .\end{array}\right]_{1 X k}$ under error free R
$\checkmark$ If the reception is with error, $D+P$ consists of $(k-1)$ number of 1 s , under R with error

### 2.2.1.2. Estimating the Error Location:

Error location in R can be estimated using Condition-1. Deviation of any of the ' $k$ ' summations of R with reference to the error free condition is an indication of either $d_{i}$ or $p_{i}$ of that summation is in error.

### 3.2.1.2.1. Locating the Error :

Error in R can be located using the Condition-2.The' $2 k$ ' summations of Condition-2 are partitioned into two equal halfs, such that if $k$ summations in one of the partitions contain $d_{i}$, then the summations of other partitions contain $p_{i}$ or vice versa. The $k$ summations of which partition differ from the error free conditions is considered to contain the error and the error will be either $d_{i}$ or $p_{i}$ that is available in all the $k$ summations of that partition.

### 2.2.1.2.2.Error Correction:

The corresponding $E$ consists of $(n-1)$ zeros and a single 1 . The position of 1 in $E$ corresponds to the position of the located error in $R$. The corrected Code word is $C=R+E$.

## 3.SUMULTI CODES:

Using the proposed single error correcting Data Inverting code as the constituent code, the code word of the SUMULTI code can be generated. SUMULTI code stands for SUMMULTIPLICATION code. The code word of the code is 2-dimensional. There are two stages of encoding. In the first stage, the 2-Dimensional code array is constructed using the specific Data Inverting code being the constituent code. In the final stage, all the columns of the array are encoded using an $(8,4)$ Data Inverting code, column wise. The total number of elements in the code word of the SUMULTI code is $8 X k$.

### 3.1.Code word Generation:

In the first stage of encoding, the $k$ bit data word is encoded using the respective Data inverting code. The $k$ bit data word and the $k$ bit parity word of the above data inverting code form the first and second rows respectively in the code array of the code word of a SUMULTI code. The third row and fourth rows of the array are respectively the Modulo-2 sum and the AND product (element wise) of the first and second rows. In the second stage of encoding, each of the ' $k$ ' columns of the code array will be encoded using $(8,4)$ Data Inverting Code, there by forming an $(8, k)$ code word of the SUMULTI Code.

### 3.2.Locating and correcting the Error/s:

The code word will be sent through Block interleaving, i.e. row wise with $(8 X k)^{\text {th }}$ element in the last row of the array as the first and first element of the first row as the last.
At the receiver, is arranged back in the same order as an array.
The process of locating and correcting the error/s is implemented on the received on column by column basis.

## 4.Illustration:

Let the received code array be

| 1 | 0 | 1 |
| :--- | :--- | :--- |
| 0 | 0 | 1 |
| 1 | 1 | 1 |
| 0 | 0 | 0 |
| 1 | 0 | 0 |
| 0 | 1 | 1 |
| 1 | 1 | 1 |
| 0 | 0 | 0 |

$(6,3)$ Data Inverting code is the constituent code, as the first row of the array which is the actual data word is of length 3 .
Column- 1 of the received code array is

$$
\begin{array}{llllllll}
a & b & c & d & e & f & g & h \\
1 & 0 & 1 & 0 & 1 & 0 & 1 & 0
\end{array}
$$

## ** $a, b, c$,-etc., represent the bit positions.

The Modulo-2 sum of bits in the positions $e, f, g, h$ and the bits in the positions $a, b, c, d$ is 0000 , indicating that the column-1 of the received array is encoded using the Data Inverting code $(8,4)$, where the parity bits of this code word are same as the first four bits, and is received without error. The corresponding Error Vector is E=00000000.
Similar Modulo-2 additions for column-2 of the code array results in 0100 indicating that column-2 is also encoded similar to column- 1 , and there is a single error in the received. It's location can be estimated as either the position $b$ or $f$ of the $2^{\text {nd }}$ column.
To locate the error, the summations of Condition-2 are partitioned into two halves such that summations in Partition-1 contains the bit in position $b$ and summations in Partition-2 contains the bit in position $f$.

Under Error Free reception, this partitioning will be
Table1. Partitioning under error free reception

| Partition-1 | Partition-2 |
| :---: | :---: |
| $a+b+c+d=0$ | $c+d+e+f=0$ |
| $b+c+d+e=0$ | $d+e+f+g=0$ |
| $g+h+a+b=0$ | $e+f+g+h=0$ |
| $h+a+b+c=0$ | $f+g+h+a=0$ |

The summations are for the bits in the positions indicated.

These summations for column- 2 of the received result in

Table2. Partitioning in the case of received

| Partition-1 | Partition-2 |
| :---: | :---: |
| $a+b+c+d=1$ | $c+d+e+f=0$ |
| $b+c+d+e=1$ | $d+e+f+g=0$ |
| $g+h+a+b=1$ | $e+f+g+h=0$ |
| $h+a+b+c=1$ | $f+g+h+a=0$ |

Since, the summations in Partition-1 are differing from the results under error free conditions, and all the summations are having $b$ in common, it can be decided that the bit in that position of column-2 of the array is in error. The respective Error Vector is E=0 1 000000 . Thus, the error free column -2 of the received array will be $E+$ Column- 2 of the received, which results in $\begin{array}{lllllllll} & 1 & 1 & 0 & 0 & 1 & 1 & 0 .\end{array}$
Similar process for column-3 of the received array indicates the presence of error in position $a$ of the column-3. The respective Error Vector is E=10000000. Thus, the error free column -3 of the received array will be $E+$ Column- 3 of the received, which results in
$\begin{array}{llllllll}0 & 1 & 1 & 0 & 0 & 1 & 1 & 0\end{array}$
Thus, the error free code array is

| 1 | 0 | 0 |
| :--- | :--- | :--- |
| 0 | 1 | 1 |
| 1 | 1 | 1 |
| 0 | 0 | 0 |
| 1 | 0 | 0 |
| 0 | 1 | 1 |
| 1 | 1 | 1 |
| 0 | 0 | 0 |

## 5.Probability of Undetected Error:

If the presence of the error is not detected, such error becomes an Undetected error. With reference to a Binary Symmetric Channel, if the code used for only error detection, the probability with which the detector misses the error i.e. probability with which the error is undetected is $p(e)$.
The probability for the receiver for not detecting the error $p(e)=$ $(1-p)^{L} \cdot\left[W\left(\frac{p}{1-p}\right)-1\right]$, where, $W\left(\frac{p}{1-p}\right)=\left.W(\alpha)\right|_{\alpha=\frac{p}{1-p}}$, where $W(\alpha)=\sum_{i=0}^{n} W_{i} \cdot \alpha^{i}$ is the weight enumerator of the code, and $W_{i}$ gives the number of code words of the SUMULTI codes having weight ' $i$ '. ' $p$ ' is the transition probability i.e. $p(1 / 1)$ or $p(1 / 0)$ and ' $L$ ' is the length of the code word. .
The set of weight distributions of the SUMULTI code, with $(6,3)$ Data Inverting constituent code is $\left\{W_{0}, W_{12}\right\}=\{1,7\}$, i.e. the code is having 1 code word with a zero weight and 7 code words with weight Twelve. Thus, the corresponding $(24,3)$ SUMULTI code has a weight enumerator $W(\alpha)=1+7 \alpha^{12}$.
The Probability of for the receiver for missing the error detection is $p(e)=$

$$
(1-p)^{24}\left[1+7\left(\frac{p}{1-p}\right)^{12}-1\right]
$$

For a transition probability of $10^{-1}, p(e)$ is found to be $1.97 \times 10^{-12}$. This can be interpreted as: if there are $10^{12}$ code digits present at the detector, on average 2 incorrect digits will be undetected .

## 6.Conclusion:

The Proposed Data Inverting Code corrects single error present in the code word. SUMULTI code is a Two dimensional code used to correct multiple number of errors, both random and Burst errors. The proposed SUMULTI code words will be obtained from the corresponding Data Inverting Code as a constituent code.
The proposed SUMULTI codes has the capacity of correcting burst errors of burst length ' $k$ ' (appearing along a row of the code array), in addition to having the capacity of correcting random errors.
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