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Abstract 

Cloud computing helps in serving the client request in a large manner. It serves n number of client 

requests. Services provided by the cloud would be servers, networks, storage and other 

applications.  These services are proved by a cloud service provider which in turn given to a broker in 

a federated architecture. For fasten the execution and manage the workloads, it is very necessary to 

predict the workloads. Also, predicted workloads can be smoothly optimized for better usage without 

waving off the SLA that are agreed between the provider and clients. Thus, in the present paper, a 

context-aware model is provided which contains different system properties involved for effectively 

managing the workload in the federated clouds. This also can be used for the researchers for research 

purposes in the cloud domain.     
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1. Introduction 

Cloud computing is a paradigm that serves clients request. It provides services to the consumer's on-

demand basis, that is pay per usage [8][9]. Cloud computing consists of various number of services 

such as providing network, storage databases, servers, virtual machines, and various applications. 

Figure 1 shows the primer on cloud computing. 

It also consists of various deployment models such as Private cloud-which is owned by a particular 

organization for its own purpose, Public cloud- which consists of resources which are shared publicly 

on-demand and Hybrid cloud- which is a combination of private and public cloud, where an 

organization or an institution shall store data on private cloud and offload some of the data to the public 

cloud[12]. But there exists a security risk in public cloud as it is a third-party cloud and it can be 

accessed by any single client. Recent advancement in cloud computing is a Federated cloud, which 

consists of more than one cloud service provider located geographically. Properties of various federated 

cloud advancements are described in the upcoming sections in the paper. 

 
 

 

 

Figure1: Cloud computing system and deployment models 
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Figure 2 describes the type of services provided by Cloud computing. IaaS-Infrastructure as a service 

deals with the storage, servers and network type of services. Examples include Microsoft Azure, 

Amazon Web service, Google computes engines. Similarly, Paas- Platform as a Service, provides 

various platforms such as Google app engines, database runtime environments, and SaaS- Software as 

a Service deal with google apps, Dropbox, etc. 

 

 
 

Figure 2: Types of cloud services [1] 

This paper gives the context-aware model for Intelligent Management of workloads in the federated 

cloud. In cloud computing, initializing the cloud resources is not instantaneous, and involves a certain 

time of delay. And hence load prediction is very much necessary. Decisions can be made in advance to 

efficiently initiate the resources in the cloud environment. Also, optimizing certain cloud parameters 

help in reducing the delay in providing the service to the clients also profitable for the providers.[10][11] 

This the main motivation to do a conceptual framework that shall be helpful for the future researchers 

to work on the architecture provided in this paper.  

Present paper deals with the following contributions described as follows, 

 Provided a set of concepts which give the properties and relationships between the different 

modules in the cloud system. 

 Provided a system architecture for cloud computing prediction and optimization. 

 Provided an abstract design for the prediction module. 

 Provided a different optimization algorithm for future research purposes. 

 

2. Related works 

Federated cloud environment refers to the n number of cloud service providers that are distributed 

geographically. It is a platform, where all the cloud service providers join together or share their 

resources to serve the client's request. Clients or consumers shall not be aware of the background 

process or setup involved in the federation. Cloud Infrastructure service is provided in the form of 

virtual machines during the user request [2]. This type of federation is helpful during the natural disaster 

while there exists a loss of data [3]. Cloud broker helps in processing the client request [4][5]. The 

broker will be choosing the best provider resource based on the client request [6]. 

Cloud workloads refer to the load produced by one or more number of infrastructures. The workload is 

basically a combination of jobs and tasks which are produced by a various number of client machines 

[7]. It’s very necessary to know the workload patterns to efficiently characterize and schedule a 
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particular resource [15]. Workloads are classified into different processing models, computing 

environment, based on the generation, and also based on the applications [8]. 

Prediction of workloads helps in making the decisions in advance. This is because initializing the cloud 

instance is not instantaneous and it takes several minutes of delay [13]. And hence it is very necessary 

to decide the resources for a particular request for efficiently managing the client request. 

From the literature, we observe that the workloads are scheduled based on the different types of 

workload patterns [17]. There exists optimized scheduling, green aware scheduling, delay-constraint, 

and cost-aware scheduling by optimizing certain cloud parameters which are helpful in maintaining the 

Quality of Service [7]. 

The rest of the paper is organized as follows. Section 3 briefs about the proposed system architecture, 

while section 4 gives the characteristics of federated cloud computing. section 5 explains the properties 

of workloads and section 6 provides the abstract design of the prediction module. Finally, section 7 

gives the conclusion. 

 

3. Proposed System Architecture 

 

This section provides the conceptual framework for the management of workloads in the federated 

environment. We have provided this framework to understand the properties of each module in the 

system and the inter-relation between them. Figure 3 shows the framework which consists of a workload 

generator which are real or synthetic workloads from the client-side. The workloads are then analyzed 

and features are extracted for testing and training during the prediction. The broker helps in finding the 

best cloud service provider by optimizing the cloud parameters such as response time, delay, execution 

time, etc.  

 
 

Figure 3: Conceptual framework for management of workloads 

 

These properties help the scheduler to have the information in advance intelligent and helps in 

efficiently allocate the resources to the particular client. Once the scheduler allows the requests if 
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storage capacity is not entitling in the on-premise infrastructure, it shall be offloaded into the federated 

cloud. 

 

4. Characteristics of Federated cloud computing 

Different types of entity involved in a cloud federation. The main characteristics of cloud federation 

involve scalability, fault tolerance and increased performance [14]. Also, the different coupling is 

involved namely loosely coupled, partially coupled and tightly coupled based on the levels in the cloud 

environment [16]. We have classified cloud federation architectures into various types,  

 

4.1 Cloud bursting Architecture 

 
 

Figure 4: Bursting architecture 

 

During the resource shutdown, the client can demand or bursts the data for the service from the third-

party cloud which is available publicly.  

 

4.2 Cloud Broker architecture: 

 

Brokering helps in sending and serving the client request between consumer and provider. 

 

 
Figure 5: Broker architecture 

 

4.3 Aggregated cloud architecture: 

 

As explained earlier, if there exists a shut down in resources or there exists a resource constraint, cloud 

providers aggregate their resources to serve the request.  
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Figure 6: Aggregated architecture 

 

5. Properties of workload 

 

During the literature review, we observed that there doesn’t exists a particular definition for workloads 

as it usually defined various applications. Hence, we have defined the workload in cloud application as 

the combination of jobs, which in turn distributed as tasks at the granular level. 

 
Figure 7: Distribution of workloads 

 

6. System module: Abstract design 

 

6.1 Forecasting properties 

Figure 8 shows the abstract design of the Prediction module. Historical workload information is 

analyzed and fed into the load predictor, which outputs the future demands and the estimated number 

of resources. Thus, when a user sends the request also called workloads, Application Provisioner will 

communicate with an incoming estimated number of resources from the predictor and requests for the 

scheduling of resources. 

 Workload analyzer: User historical data is processed, analyzed and fed into the load predictor. 

 Admission control: User submitted task is processed and sent to Provisioner for further process. 

 Load Predictor: Outputs the future demands and the estimated number of resources. 
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 Application Provisioner: When a user sends the request also called workloads, the Application 

Provisioner will communicate with an incoming estimated number of resources from the 

predictor and requests for the scheduling of resources. 

 
 

Figure 8: Abstract design of Prediction module 

 

Workload prediction problem is resolved effectively by including deep learning techniques. Having a 

historical workload in the database for a specific time periods, one can efficiently predict the incoming 

workloads. Machine learning helps in learning the patterns and extract the features to make the 

decisions. Historical workload data is considered in a training window which is used to predict the 

future workloads. Testing data which is included in a prediction window which is after prediction. 

Figure 9 shows the training and prediction windows. 

 

 
Figure 9: Prediction and training window 

 

Algorithm1 gives the steps involved in the prediction of workloads. 

Algorithm1  

//Task: Prediction based on historical workload 

1. Input1<-Workload sample 

2. Input2<- Historical data 

3. Include pattern matching technique and extract features. 

4. For extracted feature<-use data mining techniques for efficient prediction. 

 

6.2 Parameter optimization and scheduling 
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Figure 10 gives the classification of optimization algorithms. Optimization parameters considered in 

Ant Colony Optimization (ACO) and Particle Swarm Optimization (PSO) are Task scheduling, SLA 

aware, Energy Aware. Genetic Algorithm (GA) considers Load balancing, SLA and energy-aware. 

Task scheduling is prioritized in League Championship Optimization (LCO). 

 
Figure 10: Classification of optimization algorithms 

 

Optimization parameters are divided based on the provider-based consumer desire. Table gives provider 

constraint parameters. 

 

Table 1: Provider constraint optimization parameters 

 

Criteria Provider-constraint 

Resources Maximize the utilization 

Throughput Maximize the execution per unit time 

Priority Based on the deadline of the task 

Dependency Precedence order among the task 

Budget Restricted on the total cost on the task 

 

Table 2: Consumer-constraint optimization parameters 

 

Criteria Consumer-constraint 

Make span Minimization for faster execution 

Tardiness Must be zero for an optimal scheduling 

Fairness Each job to share equal number of resources 

Waiting Time Time between submission and execution time must be minimal 

Turnaround Time Complete execution time must be minimal 

 Steps involved in optimizing different service parameters are given in Algorithm 2.  

 Algorithm2 

//Task: Optimizing QoS parameters 

1. Input<- predicted workloads 

2. Require<- Define quality of service parameters 
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3. Process request<- Use meta-heuristic optimization technique for efficient processing of the 

workloads. 

4. Information fed into the scheduler to allot the resources. 

7. Conclusion 

A Federated cloud environment is a recent advancement in the cloud deployment model. When there is 

a resource shutdown, one can use a federated cloud which consists of n number of service providers 

who provide services whose data centers are located geographically. Load prediction also helps in 

efficiently manage the workloads and maximize the execution time which is helpful for both provider 

and consumer. Hence, this paper provides a conceptual framework that contains system modules, each 

explaining its properties. Abstract design of each muddle is also provided with the future research 

directions which shall be helpful for the researchers in the area of cloud computing. 
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