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Abstract: The remote communication and its control purposes are highly integrated and 

the control through the wireless network is monitored by Supervisory Control and Data 

Acquisition (SCADA) systems. The attacks are isolated based on the optimal feature 

selection that is extracted from the sensor data. The cluster between the matrix and the 

optimal features are extracted and labeled. During clustering, the initial processing of 

attacks is removed and it is performed by the Mean shift clustering algorithm. The 

irrelevant features from the clustered data are concealed using the Intrusion detection 

system based Enhanced Cuckoo Search optimization algorithm (IDS-ECSO) and it is used 

to select the best features. The relevancy vector is used to classify the attacks and it is 

performed using Genetic Machine Learning based Neural Network (GML-NN). The 

classification results of the SCADA data set with the proposed method are analyzed and 

compared with the other methods. 

Keywords: Supervisory Control and Data Acquisition; Optimization; Intrusion; 

Clustering 

1.Introduction 

Supervisory Control and Data Acquisition (SCADA) systems should be monitored to 

function correctly. In earlier days SCADA and the network are independent and isolated; 

so that controlling actions are performed with the computer systems. In recent days when 

large amount of data are used, the SCADA transmission is done through the network path. 

So security is very less during transmission and an additional system should be used to 

control the databases. The intruder aims to target the industrial control systems and 

degrade their growth of production. Hieb [1] described the security system called the 

intrusion detection system. Figure.1 shows the detection of intruders in the SCADA 

network. 

Intrusion detection system monitors the data flow by detecting the attacks happening in 

the network. IDS is placed before and after firewall to monitor the data flow and it is 

deployed with a alarm to indicate whether any attacks occur. In this paper IDS with 

enhanced model is used in the SCADA network to protect the database. Yang et.al 

implemented a state space factor and fuzzy evaluation method to predict the cautions in 

the network of SCADA [2]. Zhang et.al implemented the cyber system for SCADA to 

determine the vulnerabilities in distribution of power. The CB game theory is used for 

evaluating the functionality of the resources [3]. The probability of successive rate is 
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calculated for 24 sub stations in distributing power [4]. The security is improved in the 

SCADA network using enhanced model of data clustering. To identify the attack from the 

SCADA data set, this model is used. The clustered data are separated from the attack 

features. 

The paper is organized as follows; Section 2 describes the existing works; Section.3 

describes the proposed method; Section.4 describes the performance analysis and Section 

5 concludes paper.

Fig.1 Detection of intruders in SCADA Network 

2.Existing work 

This section predicts the existing works of clustering and classification of intrusion 

detection system. Three forms of attack prediction are obtained 1) Network classification 

2) Optimization of optimal features 3) Isolation. 

In the initial process the attacks are logically checked whether any wrong data are present 

in the network [5]. Zhang et.al  [6] analyzed the power distribution with the IDS by using 

Markov process. Also information pattern is used to identify different types of attacks in 

the SCADA [7]. Cherifi and Hamami implemented a data spread analysis to incorporate a 

prevention layer between physical and data link layer. The performance of the intrusion 

detection system is improved by the protocol layers [8]. The Denial of Service (DoS) 

attack is detected using GOOSE algorithm and the features are extracted using Message 

specification protocol [9]. The MMS protocol fails to encrypt the message through the 

network; so the enhanced machine learning technique is used for the isolation of DoS 

attack. In the field of power applications database should be protected from the intruders 

from modifying the data. Chen et.al  [10] developed a prevention model for identifying 

the defensive attack. The Markov decision process is used to calculate the varied time 

instant parameter. It can be done through three forms clustering, optimization and 

classification.  

In the clustering step, preprocessing is the major work to detect the different types of 

attack from the input data base. In the wind turbine power system deap learning based 

neural network is implemented to classify the different types of attacks [11]. The optimal 
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features are determined using fuzzy logic with different isolation model. To enhance the 

prediction process Koopan analysis is used with eigen vectors [12]. The input database is 

arranged in a clustered pattern by calculating the features and attacks with the eigen 

vectors [13]. Also in wind system, correlation is used for analyzing the operations and 

separated by the K-means clustering algorithm [14]. The SCADA is checked each and 

every instant to obtain the correlation matrix. The automated IDS is used in the network 

to report the different types of attacks from one system to another system during 

communication. The sensor location details of the attack are clearly identified by the IDS 

[14]. Alternatively cyber system is implemented in wireless sensor network for the 

protection by a digital framework [15]. In the recent years IoT technology is well 

developed in the SCADA network that monitors the performance of the control systems. 

The SVM is the major technique used in the SCADA to control and monitor the machine 

to identify the attacks from the database. Since large amount of data are transmitted 

through the network big data processing is used to manage and determine the malicious 

activities in the network [16]. The NN technique [17] is used to reduce the processing 

time during the classification. 

To perform the improved efficiency and accuracy of the performance, this paper proposes 

an enhanced  

 

Figure.2 Block diagram of the proposed architecture

model for clustering and IDS based enhanced cuckoo search optimization for feature 

selection and for classification Genetic Machine learning based Neural Network is used. 

The major objective of the proposed work is given below; 

 Grouping the data base in to a organized form by means of Mean shifting 

clustering. 

 To select optimal features, IDS based enhanced cuckoo search optimization is 

used and the supervised classification is obtained by GML-NN algorithm. 
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 The attacks are predicted and labeled with its alarm entry which gives alert to the 

SCADA system. 

The description of the proposed work is detailed in the following sections with the 

comparative analysis. 

3. Proposed Scheme: 

In this section clustering and selection of optimal features and classification in the 

SCADA network are described. The major intention of this work is to enhance the attack 

detection by selecting best features. In order to enhance the process data are clustered 

based on their mean distance between the features. The mean shifting algorithm is used to 

label feature data. The overall data set is applied with the enhanced learning process to 

predict the different types of attack. Only the classifier cannot predict the different types 

of attacks, optimization process should be used followed by the clustered data. To select 

optimal features IDS-ECSO is used to predict the best location. Finally GML-NN 

algorithm is used to classify the attacks from overall features. Figure.2 shows the overall 

proposed system architecture. 

3.1 Preprocessing of data and extraction of features: 

The preprocessing of data in the SCADA network contains several sensor parameters to 

monitor the functionalities. In this work network traffic determines the SCADA data 

matrix. The first step used is clustering and it is applied using mean shift clustering 

algorithm. This algorithm extracts the needed data and labels it to predict the feature that 

is needed for segmentation. An enhanced model is applied in the mean shifting algorithm 

to improve the relevant data. The dimensional space and the density using MS algorithm; 

so that clusters are labeled and segmented. The function )(NF  is denoted for n  number 

of data points as; 

 

Algorithm.1 clustering using MS algorithm 

Input: Dataset from the SCADA Z 

Output: Feature data label  )(NF  

Step.1 Initialize },....,{ 21 ni yyyY   

Step.2 Set 0)1( F ; 1)('  NF  

Step.3 if }...1{ nj  ; 

            }{ iyyd  ;// distance estimation 

Step.4 Apply MS model 

Step.5 If )()( ' NFNF  ;//gradient      calculation 

              jYNF )(  

Step.6 End process
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Where R  represents radius and L  denotes enhanced model function. The enhanced 

model using the mean shifting algorithm is represented as; 
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Where N is the normalization of the data point y . The gradient of density is represented 
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Where )()( ' YLNg      (4) 

The exponential form of the enhanced model is increased while comparing with the other 

models of distance estimation method. It is explained in the algorithm 1.  

The clustered data are arranged and segmented to indicate the network traffic. From the 

overall dataset the data points of traffic are indicated. The extracted features are classified 

based on the optimal feature selection. 

3.2 Optimization of features: 

The extracted feature data cannot classify and label the attacks accurately since the attacks 

types are same as the normal data and thus it leads to misclassification. In order to 

overcome this issue an IDS based Enhanced CSO algorithm is used to select the optimal 

features needed for classification. Many research works uses optimization techniques but 

it is only designed for a fixed data set. In the proposed scheme, optimization deals with 

the evaluation of separate data that are highly relevant to each class. The best location of 

the features is estimated by using the enhanced model. The cuckoo lays the eggs at 

different places but the best location is predicted by this algorithm. The propagation 

distance is evaluated by; 

221 )2()2( lranddlranddD PPP   (5)                        

Where 1l  and 2l  determines the searching coefficients. Using this optimization the 

process  involved is the selection and spreading behavior. The spreading stage by its 

position is given as; 

iiP ddrandP  2)2(       (6) 

While the positions are updated the distance of standard deviation and its weights are 

identified as; 
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The updated positions are calculated by; 

pmPmP PDP  ,

'

,     (8) 

Where mPD ,  represents the random values obtained by the Gaussian distribution and the 

best features are selected using the probability function as; 

P
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Algorithm.2 Optimal feature selection using IDS-ECSO 

Input: Selected data features )(NF  

Output: Best attributes sF  

Step.1 Initialize cuckoo particles 

             )))((( NFsizerandd i  ; // positions updated 

             ddd iP  2 ; //position of cuckoo  particles 

Step.2 If },.....1{ nj  ; 

             NM * ; for 1i ;// crossover 

Step.3 Fitness calculation 

          If randP  ; //probability estimation 

           yprobabilitNFs )(  

Step.4 if 1j ; //mutation 

            1 PP dd ; //replacement 

Step.5 End process 

 

Where 
P

xM  represents the maximum values used for the selection process. Algorithm.2 

explains the steps involved in selecting optimal features using IDS-ECSO. The best 

selected features are selected and given to the classifier that generates automatic label of 

attacks in which the malicious types of data are isolated.  

 

3.3 Classification process: 

In this process, both the testing, training data and the selected features are given to the 

classifier which uses GML-NN algorithm. Using this algorithm each node is 

interconnected by the training feature parameters. This forms the composite form of multi 

class pattern of data points. In the process of training, weighted node values are generated 

randomly as PW . The automation rule factor is used for calculating the weight values and 

the probability of the nodes. It is given by the following equation as below; 
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The change in the automation factor can be given as; 
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Where n  indicates the training feature samples. The relationship between the nodes are 

obtained by 
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Algorithm.3 Classification using GML-NN 

Input: Best attributes SF  

Output: Attack label 
LA  

Step.1 Initialize the weight of testing     

            Set T ; //parameter 

Step.2 If Nj  then 

            Set )( jrandR  ; random value 

generated 

Step.3 Rule change using CAF  

            If CAFR  ; then 

Step.4 1LA ; // probability calculation 

             else 0LA  

             TT *98.0 ; label 

Step.5 End process 

 

The probability that changes the state iH  is given by; 

FiAF
FAFC

))(exp(1

1
)(


     (13) 

Where F indicates the parameters used for controlling the rule updation. Algorithm 3 

describes the steps involved in testing process malicious data are classified from the 

normal data.  

4. Performance Evaluation: 

In the performance analysis, a data sets such as traffic data set is used for implementing 

with the proposed scheme. The data set contains traffic attacks of water storage system. 

Table.1 describes the different types of attacks and the percentage of number of samples. 

Table.1 Attacks and samples for testing dataset 
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Attack Sample (%) 

Normal 55 

Integrity 4 

DoS 18 

Bias Injection 1 

Replay 10 

Sinkhole 2 

Reconnaissance 2 

Shealthy 8 

 

Figure.3 Overall performance metrics of the parameters Sensitivity, Specificity and 

accuracy with the existing methods 

 

 

Figure.4 Overall performance metrics of the parameters Precision, Recall and F-

measure with the existing methods 

In this analysis 55% normal data and 45% of attacked data is present. To analyze the 

performance 60-90% of data samples are used and they are compared with the existing 

models. The proposed work is implemented in the MATLAB tool. The parameters used 

for the evaluation of performance are sensitivity, specificity, precision, recall and F-

measure. The sensitivity and specificity is defined as the ratio of true positive to the true 

positive and false measure. The sensitivity can also be called as recall. FPR is calculated 

by the probability of false alarm rate. Precision refers to the fraction between actual 

positive and negative values.  It defines that the data retrieved by the relevant number of 
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samples. False rate is defined as the average of precision and recall to determine the 

performance that denotes the accuracy. Figure.3 and 4 describes the overall performance 

metrics of the parameters with the existing methods. 

4.1 Output results: 

The proposed work performance is analyzed with these parameters and it is represented in 

graphs and tables. The proposed ECSO-GML scheme is compared with the existing 

algorithms of SVM, and RF.. An experimental result shows that the accuracy in the data 

set attains 96%. The comparison with the different methods using dataset is described in 

table 2. The true positive rate increases accuracy with the reduction in the false positive 

rate. This reduction in the FPR resembles less error rate with the proposed method. This 

increases the precision value that is separated for each class. Table 3 describes the false 

rate values of the proposed method and the existing method. The proposed method 

obtains 1.2% for the single class classification and 2.1% for multiclass. With the proposed 

method the average value of the precision is 98.8% while dealing with eight different 

types of attacks.  

Table.2 Detection accuracy for the dataset  

Models Accuracy (%) 

SVM 91% 
HNA-NN 92.7% 

NB 92.9% 

Decision tree  93.4% 

CSO 94.7% 

GA 94.9% 

DBN 95.7% 

ECSO-GML 98.7% 

Table.3 F-measure for the dataset  

Model F-measure 

 Single class Multi class 

SVM 90.7 87 

NB-CSO 63.2 56.3 
DBN-SVM 58.2 42.3 

RF 97.5 97.2 

RF-CSO 97.3 95.5 

RF-SVM 98.3 97.6 
ECSO-GML 99.8 99.56 

Table.4 Comparing  precision values  of RF and ECSO-GM for dataset 

Attacks RF ECSO-GML 

A1 96.3 99.6 

A2 94.5 98.5 

A3 95.3 98.6 

A4 96.8 99.4 

A5 97.4 99.2 

A6 96.2 98.5 
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A7 95.3 99.3 

A8 95.3 99.5 

Table.5 Comparing F-measure  values  of RF and ECSO-GM for dataset 

Attacks RF ECSO-GML 

A1 98.3 99.4 

A2 97.5 98.6 

A3 95.4 99.6 
A4 94.8 99.5 

A5 95.4 98.2 

A6 96.6 98.6 

A7 96.3 99.4 
A8 95.5 99.5 

 

Recall is calculated to determine the relevancy classified feature set. With the eight 

different types of attack the proposed method forms the increased range of 90-10% in 

dataset 2. The F-measure is compared with the existing methods which obtains 1.6% 

greater output than the RF classifier. Table.4 and 5 describes the comparison of precision 

and recall values of RF and ECSO-GM for dataset. Table.7 describes the overall 

comparison parameters of RF and ECSO-GML.  

 

Figure.5 ROC curve of RF and ECSO-GML for the overall dataset 

Table.7 Comparison of dataset with the parameters 

Parameters RF ECSO-GML 

Precision 98.75 99.75 
Recall 98.75 99.75 

Detection accuracy 98.3 99.5 

F-measure 98.3 99.23 
Sensitivity 98.6 99.64 

Specificity 98.4 99.87 
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Figure.6 Fitness value under different iterations 

Table.4 Overall comparison parameters of RF and ECSO-GML 

PARAMETER RF ECSO-GML 

TP 6826 6835 

TN 46754 48579 

FP 40 36 

FN 40 36 

SENSITIVITY 0.951 0.986 

SPECIFICITY 0.946 0.985 

ACCURACY 0.946 0.976 

PRECISION 0.955 00.981 

RECALL 0.86 0.9758 

F-MEASURE 0.0036 0.0018 

 

The relevancy between the normal and the attack label are represented from the classified 

output which performs better performance rate in multi labeled feature with low level of 

training features. Table 4 describes the average values of the parameters of the proposed 

scheme. Hence overall accuracy of the proposed method obtains 0.5% higher than the 

existing methods. The proposed method achieves 1.8%greater than the existing method in 

overall output. The ROC curve determines the classification performance with different 

thresholds as shown in figure.5. Figure.6 shows the fitness value under different 

iterations. While comparing the datasets the proposed method obtains better performance. 

5. Conclusion: 

In this paper, a novel proposed method is used for the detection and classification of 

malicious data in the SCADA network. This is done by clustering and IDS based ECSO 

algorithm for the selection of optimal features and GML-NN algorithm for the 

classification. To identify the attack from the predicted data certain conditions are 

evaluated. The conditions refers to that the values are limited for testing vector to match 

the prediction. Clustering is done to select all the features. This process selects the 

relevant features that are needed for selecting best features. The IDS based ECSO 
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algorithm is used to select the best optimal features needed for classification. The 

accuracy with the novel method is improved with the minimum duration of time. The 

combination of optimized features is given to the classifier. In the classification process 

GML-NN method is used to make the training classified output better than the existing 

method. Two different datasets are used to compare the performance with the existing 

methods. The performance analysis achieves better clustering, optimization and 

classification output than the traditional algorithms. 

Future work: 

The proposed IDS based ECSO and GML-NN algorithm is developed with the supervised 

feature pattern and also with the parallel processing method to analyze bulky data with 

different features. 
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