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Abstract 

In this paper, we introduce a new global level and geometrically invariant descriptor, 

coined as dominant edgels descriptor (DED). The proposed DED is integrated with 

geometrically invariant dominant local binary pattern (DRLBP) and dominant color 

descriptor (DCD) for photo, texture and histopathological image retrieval. The DRLBP 

and DED are exploited from multi-resolution domain and DCD is computed from RGB 

image. Experiments are conducted exhaustively on benchmark databases and it proves 

that proposed integration of geometrically invariant feature descriptors gives better 

results than the state-of-the-art methods.  

 

Keywords:—Dominant rotated local binary pattern, Dominant color descriptor, 

Dominant Edgel descriptor, Daubechies-4. 

 

1. Introduction 

 Nowadays, voluminous quantities of digital images are generated at an incredible rate 

due to the introduction of variety of digital imaging and storage devices and its cost 

reduction. All together, as more and more use of information in digital images is also 

increasing rapidly in all domains, efficient and precise image retrieval has drawn the 

interest of researchers to a huge extent and has been more active research field since 

1970s. Since archiving, indexing and retrieving of images based on textual and semantic 

contents is more difficult, laborious and time demanding task [1,2], many advances in 

content based image retrieval (CBIR) has been proposed to retrieve desired images more 

exactly from huge image archives based on image contents which refers to texture, color, 

spatial information and shape. The retrieval process performs matching of features of 

images in archives and query given by the user.  

 Since image contains more complex details, various combination of image contents 

have been combined in the literature for efficient retrieval. In this paper, we focus on 

texture, shape and color combination based image retrieval with rotation invariant. 

Among the various image contents used to describe the image, texture is a significant and 

prominent visual content and has been widely used in the applications of computer vision. 

Many texture features has been suggested in the literature including gray level co-

occurrence statistics suggested by Haralick [3] computes the frequency of pair of pixels 

with same gray level values depends on angular and distance spatial relationship, gray 

level run length matrix reported by Galloway measures the numbers of successive pixels 

having same gray levels based on angular spatial relationship and it exploits 11 texture 

features [4], Kamarasan and Sathiamoorthy suggested a histogram of BDIPs and BVLCs 

in [5] and it is extended by computing the local spatial correlations of BDIPs and BVLCs 

in [6], Zhao et al. introduced multi-trend structure descriptor which computes the relation 

among the local structures in the form of small, large and equal trends [7] and its 

advances is reported in [8], distribution and orientation representation of Gabor filter is 

used in [9] for classification and retrieval due to its similarity with human visual system, 

composite sub-band gradient vector and energy distribution pattern strings computed from 

mailto:sivassa77@gmail.com


International Journal of Future Generation Communication and Networking 

Vol. 13, No. 1, (2020), pp. 71-84 

 

72 ISSN: 2233-7857 IJFGCN  

Copyright ⓒ 2020 SERSC 

 

wavelet sub band images are used in [10] for image retrieval,  Liu and Yang  described 

co-occurrence of textons in specific spatial relation, called Texton co-occurrence matrix 

which is further enhanced by integrating co-occurrence with histogram in [11]. Though 

several texture features has been reported, local binary pattern (LBP) suggested by Ojala 

et al. [12] has attracted more researchers and applied in various vision applications owing 

to its discriminative power, low computation cost and resilient to illumination changes. 

The LBP captures the sign of difference between center and its neighboring pixels with a 

threshold value and the obtained binary numbers are formed as string which is converted 

to decimal value and is used to construct a histogram to represent the image. Inspired by 

LBP, numbers of its extended variants have been reported in the literature including 

complete local binary pattern [13] which includes both signs and magnitudes instead of 

considering the only the signs of difference between center and its neighboring pixels and 

thus it results in rich texture information; center-symmetric LBP (CS-LBP) introduced in 

[14] considers the difference among center pixels and its neighboring pixels in center 

symmetric direction to exploit the patterns and it reduces number of comparisons but 

maintains the efficiency; spatial extended CS-LBP (SCS-LBP) is presented in [15] and it 

exploits texture, spatial details of textures and temporal details for identifying objects in 

video sequences and its computational cost is too less than LBP; instead of finding the 

differences among each neighboring pixels with center pixel, the difference among each 

closet neighbor pixel with center pixel and two most adjacent neighborhood pixels either 

at horizontal or vertical directions is computed and named as local tri-directional pattern 

(LTriDP) in [16]; an interval rather than single threshold value is used in [17] to attain a 

new extended variation of LBP and is called local ternary pattern (LTP); like CS-LBP, 

CS-LTP is also suggested in [18] by computing the difference among each closet pixel in 

center symmetric direction with neighbor pixel in horizontal or vertical direction and 

center pixel, and it is reported that its sensitiveness to noise is less in uniform image 

regions; co-occurrences of CS-LBP is presented in [19] which computes frequency of co-

occurrence of neighboring CS-LBPs at specific spatial relationship based on distance and 

directions, and it attains the advantage of CS-LBP and GLCM; local derivative pattern 

(LDP) derived from LBP in different directions is defined by Zhang et al. in [20] for face 

recognition which not only exploits first order derivative patterns like LBP, also exploits 

second or more order derivative patterns and thus it is reported as more discriminative 

than LBP but it is not resilient to rotation. Completed robust local binary pattern (RLBP) 

is described using Gabour wavelets in [21] and it encompasses sign and magnitude of 

local patterns. LTrP suggested in [22] is an extended variant of LDP from 1D spatial 

relationship to 2D;  geometric moments of LTrP is presented in [23]; co-occurrences of 

LTrP is suggested to attain high retrieval rate for medical images [24] and completed 

LTrP is suggested in [25] for medical, scene and event images; center-symmetric LTrP 

and extended center-symmetric LTrP are presented in [26] and [27]; local vector pattern 

(LVP) is introduced by Fan and Hung [28] to increase the precision and to avoid high 

redundancy in LTrP and they also reduced the dimension of LTrP by using comparative 

space transform algorithm which uses dynamic linear function to compute features with 

more details; co-occurrences of both LTP is described by Murala et al. [29] which 

integrates the discriminative capability of LTP and LDP with GLCM respectively; local 

oppugnant pattern is reported in [26] which is an extension of LTP into RGB color space; 

Pyramid local binary pattern (PLBP) suggested in [27] computes LBP from low pass of 

wavelet transformed image followed by pyramid CS-LBP and pyramid LTP are suggested 

in [28] and [29] respectively and are more efficient in time cost than CS-LBP and LTP 

and extract gradient information also; in [30], LBP is computed from Haar transformed 

image and it computes polarity of differences between center and its adjacent pixels 

instead of magnitude; binary wavelet and LBP is suggested for face and biomedical 

images in [31]. In line with this, various LBP variants and similar to LBP approach are 

presented in literature and attempted to tackle the challenges that arises due to changes in 
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illumination, rotation, noise, etc. Among the various variants of LBP, dominant rotated 

LBP suggested by Mehtaa and Egiazariana [32] is resilient to rotation and have 

significantly high discriminative power. In [32], Mehta and Egiazarian described that 

discarding non-uniform patterns results in loss of information and it leads to significant 

drop in discriminative power. Hence, they addressed the issues of pattern selection by 

presenting a novel feature selection approach by considering the cumulative distribution 

of patterns which results in less dimensionality and by eliminating the repeated patterns it 

also improves the discriminative power. In accordance with [32], we presented DRLBP 

with fuzzy k-NN and integrated DRLBP with distribution of dominant edgels and SOM in 

[33] and [34] respectively. The systems presented by us in [33] and [34] considerably 

improve the accuracy of retrieval for texture and histology images.  

 Color information has been demonstrated to be very noteworthy in image retrieval 

because of their more informative and high distinguishing power and is geometrically 

invariant. Color information such as color moments [1], color histogram [35], color tuple 

histogram [36], spatial chromatic histogram [37], dominant color descriptor (DCD) [38], 

scalable color descriptor [38], color layout descriptor [38], color correlogram [39], color 

autocorrelogram [40-43], color anglogram [44], etc. has been described for image 

retrieval. Although color information is geometrically invariant, it is highly sensitive to 

lightning conditions. Among a variety of color information, as DCD is constructed based 

on dominant colors, it remains as dominant while lighting vary, and thus it is considerably 

invariant to lightning variation. Besides, DCD is trade-off between compactness, accuracy 

and time.  

 Since shape is more stable feature than texture and color information of image i.e., it 

does not varies substantially with variations in contrast and brightness, it is employed 

extensively for image retrieval. But shape is significantly affected by geometrical 

variations, noise and deformation. Thus, characterizing the shape is challenging one. 

Apart from that, characterization of shape information must be simple, compact and 

robustness to noise and geometrical transformations.  It is very hard to develop a shape 

feature with all the aforementioned qualities. So, depends on the application, researchers 

employed or developed shape descriptors. In the literature, shapes features are divided 

into contour and region based and the use of contour based shapes are extensive than 

region based shapes because human identifies the object more easily based on shapes. 

During the past decade, several shape characterization approaches are described like 

shape context [45], scale space [46], Fourier descriptors [47], Contour points distribution 

histogram [48], shape salience descriptor [49], variant of edge direction histogram [50], 

Legendre moments of LBP codes [51], Fu et al. [52] combined Gabor filter with Zernike 

moments for retrieval, Rotation invariant wavelet descriptor [53], autocorrelogram based 

chordiogram image descriptor reported in [54] exploits shape and its underlying texture 

details, orthogonal Fourier-Mellin moments reported in [55] pack the entire image details 

in very less number of coefficients and is effective and efficient. However, all the 

aforementioned approaches are either compactness and simple or high in accuracy or 

invariant to geometrical transformations or robustness to noise or robustness to 

deformations, but not satisfying all the aforementioned criteria for image retrieval. 

Keeping all these in mind, we propose novel shape information based on dominant edgels 

and we coined it as dominant edgels descriptor (DED).  
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 Aside from the use of color, texture, and shape individually, high number of retrieval 

systems rely on integration of various features to have notably better performance. 

Therefore, in this paper, we integrated DRLBP, DCD and DED for image retrieval. The 

texture and shape information are computed from Daubechies-4 wavelet transformed 

image. The proposed texture and shape information are computed at various resolutions 

and various scales and thus the information that are left over in one resolution are 

identified at another resolution. Exhaustive experimentations have been done to verify the 

competence of proposed and state-of-the-art systems [51, 56-58] and the results shown 

clear evidence that proposed system is better in terms accuracy, time and storage cost, 

robustness to geometric variations. 

 The rest of the paper is structured as follows: Section 2 described proposed feature 

extraction methods, measure of divergence and measure of accuracy. Section 3 deals with 

experiments and results. Finally, proposed work is summarized in section 4. 

      

2. Proposed Feature Extraction Method 

     The proposed feature estimation methodologies are described in this section. The 

framework of proposed retrieval system for images is shown in Figure 1. In the 

proposed work, we employed SOM [34] in the classification phase. 

2.1. Daubechies Wavelet 

      Multi-resolution analysis attracted the researchers in recent years owing to its 

ability [59 - 61]. Therefore, in this paper, we employed Daubechies-4 wavelet [62, 

63] for the computation of proposed texture and shape features. The Daubechies -4 

wavelet has 4 wavelet and scaling coefficients. Generally, Daubechies wavelets are 

written as DbN where Db represents the surname and N represents the order and it 

lies between 2 to 20. The Daubechies-4 wavelet estimates the average and 

differences over 4 pixels and thus results in smoother transform. Though the 

computational cost and complexity of Daubechies-4 is considerably higher than the 

Haar, it exploits the details that are missed in Haar wavelet due to the overlap 

between iterations. The image is decomposed into 4 sub-bands namely LL, LH, HL 

and HH using Daubechies-4 wavelet and the sub-bands are representing 

approximation (scaling), horizontal, vertical and diagonal detail (wavelet) 

coefficients of the image. The image is decomposed upto to the finer level, which is 

determined experimentally and in our case it is 3 i.e., level 3 trade-off between 

discriminative power and dimension of feature descriptors.  At each level of 

decomposition, the approximation detail image i.e. LL band is decomposed further 

and decomposition reduces the amount pixels by factor 2. In the proposed system, 

we estimated the DRLBP and DED from the detail coefficients of all levels i.e. we 

estimated 3 feature matrix for each level. The DRLBP and DED computed from 

each detail coefficients and each level are integrated to represent the image. 

The scaling function coefficients 210 ,, hhh
and 3h of Daubechies-4 wavelet is described 

as follows 
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The scaling ( ia ) and wavelet ( ic ) function values are estimated by taking the inner 

product of ih , ig  coefficients signal is in each iteration and are expressed as follows 

32322212120   iiiii ShShShSha  

        ]32[22122 3210  iShiShiShiShia                         (1) 

32322212120   iiiii SgSgSgSgc  

        ]32[22122 3210  iSgiSgiSgiSgic                                                 (2) 

where i is index,  incremented by 2 in each iteration. After incrementing i, new 

scaling and wavelet function values are estimated. The filtering structure of 

Daubechies-4 wavelet is illustrated as follows 
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2.2. Dominant Rotated LBP 

      In an image I of M x N size, every pixel is considered as center pixel  to encode 

local pattern among center and its neighbor’s pixel. Neighbor pixels at distance or 

radius 1 are compared with center, depends on higher or lower value of neighbor 

pixel than center, a binary label is assigned for neighbors and are multiplied by  

corresponding weights followed by summation provides local binary pattern (LBP). 

The local binary map is constructed by combining LBPs of all center pixels of an 

image [12]. The LBP [12] is delineated as 





N

p

p
cpRN IITLBP

1

1
, 2)(                                              (4) 

where N, R, pI and cI signifies number of neighbors, radius around center pixel 

( cI ), pth neighbor pixel and center pixel respectively and T(p)=1 if 0p  else 0. 
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where H (L) signifies histogram for LBP. 

 

In [32], Mehta and Egiazarian delineated DRLBP from LBP as 
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Where 
),mod(2 pDp

and D signifies weight and dominant direction. The weight is 

depends on D. The maximum difference among center and neighbor pixels is 

marked as index for dominant direction [32] and is  
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The DRLBP is calculated by assigning weights from the index of dominant direction 

in circular mode and the run of weights remains as in LBP. In DRLBP, fixed 
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arrangement is not followed in assigning weights and it varies depends on maximum 

variation among center and its neighbors [32].       

2.3.  Dominant Edgels Descriptor 

     We applied extensively studied Sobel operator [64] for edge identification. 

Afterwards, we estimated a novel descriptor, called DED which estimates dominant 

edgels ( eN ), percentage ( iP ), spatial homogeneity ( iS ) and variance ( iV ) of each 

dominant edgels. We define the DED as follows 

 iiiie VSPDF ,,,  where i=1,2,.,.,., eN                                              (8) 

Where iD  is i
th

 dominant edgel. In DED, iV  is optional one and iS  is set to 0 as in 

DCD. Experimentally, we fix 9eN  because large number of iD  leads to 

complexity in computation and edgels that are not dominant fails to provide 

accurate representation of the image and it may introduce noise.  

2.4. Dominant Color Descriptor 

      The DCD is introduced by MPEG-7 and it exploits number of dominant colors 

( cN ), percentage ( iP ), spatial homogeneity ( iS ) and variance ( iV ) of each dominant 

color [38]. The DCD is extensively employed in CBIR because it provides compact 

and more effective color information and is delineated as [38] 

 iiiic VSPDF ,,,  where i=1,2,.,.,., cN                                                   (9) 

Where iD  is i
th

 dominant colors. In DCD, iV  is optional one and iS  is set to 0. In 

accordance with [38], we fixed 8cN  because large color numbers leads to 

complexity in computation and unimportant dominant colors in large color numbers 

may introduce noise, small color numbers may fails to provide accurate 

representation of the image. 

2.5. Measure of likeness 

     Similarity metrics measure the divergence among input images  and the images in 

database. Since it filtering out irrelevant images, it becomes an important 

component of any image retrieval system and thus it must be chosen more 

cautiously. It is revealed from the literature that Manhattan measure is more 

effective and its computational complexity is less among the other metrics. 

Therefore, it is employed in the proposed system [65].   

     Manhattan measure uses sum of absolute differences of variables [65] and also 

described as a measure among two points in Euclidean space with fixed Cartesian 

coordinate system. The Manhattan measure among two images is defined as  

   



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t
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tq IIIIS
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,                                   (10) 

where, 
q
iI  and 

t
iI - query and target image feature descriptors respectively and k- 

size of the combined feature descriptor. After computing divergence among all 

database and input images, the values obtained by Manhattan metric are sorted out 

in ascending manner. Accordingly, database images are displayed to user based on 

top n most Manhattan metric results.  

2.6. Measure of Performance  

     We measured the performance of retrieval rate using more familiar measures 

precision (P) and recall (R). The accuracy of retrieval out of top k retrieved images 

is computed using P and accuracy with respect to total number of relevant images in 
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the database is computed using R based on similarity value with query images. The 

P and R is defined as in [54, 66, 67] 

N

I
Necision N)(Pr                                                                        (11) 

M

I
Ncall N)(Re                                                                (12) 

where NI , N and M are number of relevant images retrieved, total number of 

images retrieved and total number of relevant images in the database respectively.  

The average P [54, 66, 67] for a given query image (I) is defined as an average of P 

values of top N relevantly retrieved images and is given as 


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The mAP [54, 66, 67] is defined as average P for all the input images and is 

expressed as follows 


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where IN designates total number of input images. 

 

3. Experimental results  

     In this study, we aimed at high precision with low time cost and geometrically 

invariant system for photo, texture and histopathological images. The discriminating 

ability of Daubechies-4 wavelet based integrated DRLBP and DED and DCD feature 

vectors are verified and compared with the state-of-the-art systems for retrieval [51, 56-

58] on standard texture, photo and histopathological image datasets. All the three 

proposed features are rotation invariant. The datasets employed in this study are Corel 1k 

[68], Corel 5k [68], Corel 10 k [68], Outex 10 and 12 [69], KTH-TIPS [69], KTH-TIPS 

ROT [70] and histopathology images of [66] and [67]. 

 

Table.1 Accuracy of proposed and existing systems on Photo image 
datasets 

Databases Proposed Soumya        

et al. [57] 

Sukhiaa       

et al. [58] 

Mary        

et al. [56] 

Srivastava 

et al. [51] 

Corel 1k 92.34 89.89 85.10 82.45 82.11 

Corel 5k 92.01 89.10 84.98 82.00 79.90 

Corel 10k 91.11 88.23 83.01 81.12 78.96 

 

Table.2 Accuracy of proposed and existing systems on Texture image 
datasets 

Databases Proposed Mary et al. 

[56] 

Sukhiaa      

et al. [58] 

Srivastava 

et al. [51] 

Soumya et 

al. [57] 

Outex 10 89.22 83.88 83.01 82.09 78.90 

Outex 12 89.12 82.90 82.71 81.97 78.01 

KTH-TIPS 89.10 84.06 83.78 81.78 77.88 

KTH-TIPS 

ROT 

89.04 82.10 81.90 80.09 76.10 

 

 

 

 



International Journal of Future Generation Communication and Networking 

Vol. 13, No. 1, (2020), pp. 71-84 

 

78 ISSN: 2233-7857 IJFGCN  

Copyright ⓒ 2020 SERSC 

 

Table.3 Accuracy of proposed and existing systems on Histology image 
datasets 

Databases Proposed Sukhiaa et 

al. [58] 

Mary     

et al. [56] 

Srivastava     

et al. [51] 

Soumya et al. 

[57] 

Histology 78.45. 75.32 72.49 71.89 69.30 

 

Table.4 Accuracy of proposed and existing systems on Photo image 
datasets in which images are rotated to random degree 

Databases Proposed Sukhiaa      

et al. [58] 

Mary     

et al. [56] 

Srivastava    

et al. [51] 

Soumya      

et al. [57] 

Corel 1k 91.21 77.19 76.25 78.21 85.19 

Corel 5k 91.01 76.03 76.03 77.80 84.90 

Corel 10k 90.00 75.21 75.22 76.86 83.13 

 

Table.5 Accuracy of proposed and existing systems on Histology image 
datasets in which images are rotated to random degree 

Databases Proposed Soumya      

et al. [57] 

Sukhiaa    

et al. [58] 

Mary      

et al. [56] 

Srivastava     

et al. [51] 

Histology 78.00. 66.20 68.02 65.11 67.88 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure1. Framework of proposed retrieval system 
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Table.6 Accuracy of proposed and existing systems on Photo image 
datasets in which images are scaled to random sizes 

Databases Proposed Soumya     

et al. [57] 

Sukhiaa    

et al. [58] 

Mary      

et al. [56] 

Srivastava     

et al. [51] 

Corel 1k 92.34 89.89 85.10 82.45 82.11 

Corel 5k 92.01 89.10 84.98 82.00 79.90 

Corel 10k 91.11 88.23 83.01 81.12 78.96 

 

Table.7 Accuracy of proposed and existing systems on Texture image 
datasets in which images are scaled to random sizes 

Databases Proposed Mary et al. 

[56] 

Sukhiaa   

et al. [58] 

Srivastava 

et al. [51] 

Soumya et al. 

[57] 

Outex 10 89.00 82.98 82.91 81.99 78.00 

Outex 12 88.92 82.20 82.01 81.07 77.91 

KTH-TIPS 88.99 83.96 83.08 81.00 77.02 

KTH-TIPS 

ROT 

88.84 81.90 81.00 79.89 75.89 

 

Table.8 Accuracy of proposed and existing systems on Histology image 
datasets in which images are scaled to random sizes 

Databases Proposed Sukhiaa et 

al. [58] 

Mary et 

al. [56] 

Srivastava et 

al. [51] 

Soumya et 

al. [57] 

Histology 78.05. 66.00 67.92 65.00 67.07 

 

 

    

    

    

    
 

Figure 2.Example images from experimental texture, photo and histological 
dataset 

 

For instance, we have shown few images from experimental databases in Figure 2. In 

offline, we computed the feature descriptors of proposed and state-of-the-art systems [51, 

56-58] and are stored in database, named as feature vector database. In online, the feature 

vector of query is computed then the comparison shall be carry out on the likeness 

between query image features and the features in feature vector database and then the 
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result is given back to the user in the decreasing order of similarities. Experiments are 

performed with all the images in each database as query. The comparative studies 

considered in this work are  

1. Gray level co-occurrence matrix, estimated from 8 orientations is integrated with color 

moments and geometric shape features for photo image retrieval in Mary et al. [56]. 

2. Srivastava et al. [51] combined DWT based LBP with Legendre moments exploited 

from LBP for image retrieval. 

3. Color moments, texture features from ranklet transformed image and Hu moment 

invariants are merged in Soumya et al. [57] for image retrieval 

4. Multi-scale and multi-channel decoder based LTP is used in [58] for the retrieval of 

histopathological images. 

      In the experiments highest and lowest performer for photo image retrieval are 

proposed one and Mary et al [56] and the system presented in [51] is moderate and the 

systems [57] and [58] are above moderated and the accuracy attained by all the retrieval 

systems are depicted in Table.1. Whereas, the lowest performer for texture datasets is 

Soumya et al., [57], moderate performers are [51], [56] and [58] and the proposed system 

attains highest accuracy, and the results are illustrated in Table.2. In the case of 

histolopatological image datasets, Marry et al., [56] and Srivastava et al. [51] systems 

attains moderate accuracy rate, [57], [58] and proposed system are poor, above moderate 

and superior performer, and the results are depicted in Table. 3. By examining the values 

in Table 1, 2 and 3, we can observe that proposed system is superior in performance and 

its accuracy is constant even the images are geometrically vary.  

      We next carry out the experiments for the accuracy rate under in-plane rotation of the 

images of Corel and histopathological datasets. The accuracy rates for the rotated datasets 

are shown in Table 4 and 5. In Corel and histopathological datasets, angle of rotation for 

an image is selected randomly between 0
◦
 and 360

◦
. It is seen from Table 1 and 4, and 3 

and 5 that the accuracy rates on all the rotated datasets are extremely close to their non-

rotated values for the proposed system. Overall, decrease in accuracy rate is too less and 

is less than 1% for the proposed system. The Mary et al., [56] and Multi-scale and multi-

channel decoder based LTP [58] approach results in worst on rotated image datasets and 

the maximum decrease in accuracy rate is achieved by Mary et al., [56] and is 8.40% and 

7.26% pertains to the Corel and histopathological datasets. These results evident the 

robustness of proposed system on rotation.  Since the texture databases consist of rotated 

images, we have not conducted experiments separately for it. 

      Later, we performed experiments for verifying the ability of proposed and state-of-

the-art systems on scaled datasets which are obtained by scaling the images in each 

datasets with the randomly selected factors 0.25, 0.50, 0.75, 1.00, 1.50, 2.00 respectively. 

The results for the scaling datasets are shown in Table 6, 7 and 8 respectively for photo, 

texture and histological datasets. It is clearly observed that all the accuracy rates on the 

scaled datasets are very close to the accuracy rates on the normal datasets for the proposed 

one. This evidence the robustness of proposed system to scale. i.e., the discriminative 

ability of proposed feature descriptors and their fusion are very effective and efficient in 

providing as high accuracy rates as under the normal condition. 

 

4. Conclusion 

In this study, we introduce an effective novel shape descriptor, named DED and is 

integrated with DRLBP and DCD. All the proposed features are geometrically invariant 

and are integrated to represent the image in the proposed system. The DCD is computed 

from RGB color image. The DRLBP and proposed DED features are exploited from the 

details coefficients of Daubechies-4 wavelet transformed image. The finer level of 

decomposition is determined experimentally and is 3 in the proposed study.  
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Detailed experimental analysis has been performed on photo, texture and histological 

databases and proves that the proposed integrated feature descriptor is very effective 

descriptor which gives better accuracy rates than the state-of-the-art systems for non-

rotated, rotated and scaled image databases. 
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