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Abstract 

The incredible development in the number of digital images has aggravated the 

demand for step up in image retrieval. The prime challenge in image retrieval is 

retrieving akin images from huge image repositories with highest precision and least time 

and storage cost. Selecting apt feature descriptors plays noteworthy role in increasing the 

competence of retrieval systems for digital images. In this paper, integration of dominant  

rotation local binary pattern (DRLBP), dominant edgels (DE) and moments based on 

DEs, and dominant color descriptors (DCD) are proposed for image indexing and 

retrieval and are extracting texture, shape and color details respectively. Self-organizing 

map (SOM) is employed for classification which increases accuracy and decreases the 

search space considerably. In SOM, Manhattan distance is chosen as discriminant 

function. The competence of proposed system is evaluated by precision and retrieval time. 

The proposed system is tested on benchmark databases. The results obtained in the 

experiments provide evidence that there is a considerable improvement with proposed 

system when compare to existing systems for image retrievals. Manhattan measure is used 

to estimate the likeness between the images.  

 

Keywords:—LBP, Dominant LBP, Dominant edgels, Geometric shape features, Dominant 

color descriptor, Manhattan  measure. 

 

1. Introduction 

Rapid development in imaging equipment’s raises the images in almost all domains 

such as entertainment, medicine, forensic science and geology. Since man-made 

annotations of images is cumbersome, expensive and time consuming work, content based 

image retrieval (CBIR) received more attention and thus lots of CBIR approaches have 

been developed. CBIR retrieves relevant images from database using visual image 

contents. Commonly, CBIR approaches differ in exploring visual image contents and each 

visual image content exploits only one characteristics of the image such as texture, colour, 

shape, etc., and they must have high discrimination between images. The visual image 

contents are computed either locally or globally on the image. Since global level visual 

image contents fails to exploit sufficient discrimination, researchers are concentrated 

much on local level visual image contents. Further using single local level visual image 

content has limited discrimination capability, researchers combined various visual image 

contents for effective discrimination in CBIR. In the literature lots of CBIR approaches 

using local level visual contents are reported with varying degree of accuracy. For 

instance, co-occurrence of pixels and edgels is reported in [1] and [2] respectively; 

histogram of gradient location and orientation called as SIFT is reported in [3] and its 

variant is reported in [4], SURF is suggested in [5], LBP is introduced in [6], centre 

symmetric LBP is described in [7], co-occurrences of LBP is presented in [8], co-

occurrence of centre symmetric LBP [9], LTP for medical, face and texture images [10], 

co-occurrence of LTP [11] is presented for MRI and CT images, autocorrelation based 

chordiagram image descriptor is reported for place recognition with illumination invariant 
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[12], Local wavelet pattern [13] for CT images, mixed intensity feature histogram [14], 

color difference histogram [15], etc are suggested for image retrieval. However, literature 

expose that single visual image contents are not sufficient for efficient image retrieval and 

have limited effects on discrimination, and thus fusion of color and edge histogram with 

Gabor features is used in [16], trous wavelet based correlogram and gradient structure is 

presented in [17], fusion of color information feature and LBP is introduced in [18], 

fusion of SIFT and LBP and  fusion of HOG and LBP is reported by Yu et al [19], Fourier 

descriptor and moments invariants is used with SOM and support vector machine in [20],  

in [21] Murala et al., introduced local tetra patterns using horizontal and vertical 

directional pixels, microstructure descriptor that computes edge and texture details with 

underlying color is suggested by Liu et al., [22], combination of color autocorrelogram, 

edge histogram descriptor and compact micro-textures are used in [23], color and edge 

orientation autocorrelograms are combined with micro-texture in [24] for diverse medical 

image collections, Fourier descriptor is combined with k moments by Wu and Wu [25], 

mixture of color moments, LBP and canny edge features are used in [26], color histogram 

is combined with BDIPs and BVLCs in [27], co-occurrences of BDIPs and BVLCs is 

suggested in [28], covariance’s of BDIPs and BVLCs is presented in [29], fusion of 

chordiogram image descriptor (CID), micro-textures and color autocorrelogram is 

suggested by Saravanan et al., [30] for heterogeneous medical images, Zhao et al., 

suggested an approach which exploits texture, color and shape details from the local 

structures based on trends along 0°, 45°, 90°and 135° orientations and coined it as multi-

trend structure descriptor (MTSD) [31], MTSD is combined with fuzzy support vector 

machine for heterogeneous medical images in [32], Natarajan et al. described MTSD at 

micro-level in [33] which significantly increases the retrieval rate for histological images 

and also significantly robustness to lightning variations, a variant of MTSD is reported in 

[34], more discriminative geometrical, texture and spatial details are computed using 

autocorrelation based CID in [35] which is combined with SVM in [36] and combined 

with color autocorrelogram in [37], integration of color moments, moments invariants, 

ranklet histogram  and co-occurrence matrix is presented in [38], which performs non-

parametric statistical analysis at different resolution and different orientations on ranklet 

transformation to compute the ranklet coefficients based on relative order of pixels 

instead of their intensity values and the ranklet coefficients are used to compute the 

texture feature called ranklet histogram and co-occurrence matrix,  Distribution of color 

ton (DCTon) is reported in [39] which is computed using dual tree complex wavelet 

transformation and singular value decomposition and it captures color and texture details 

of an image, Global correlation vector reported in [40] encompasses global correlation 

vector and directional global correlation vector and are taking the plus of structure 

element correlation and histogram statistics to describe color and texture details,  

Srivastava and Khare [41] reported LBP and legendre moments on discrete wavelet 

transform for improving the competence of retrieval,  Bala and Kaur [42] performed XOR 

operation on texton and local binary pattern and coined it as local texton XOR patterns,  

Deep et al., [43] described  directional local ternary quantized extrema pattern for 

biomedical images which extracts in-depth spatial information then the LBP and LTP 

operators because it computes spatial relationship of center pixel and its neighbors in local 

region as well along 0°, 45°, 90° and 135° using the ternary patterns of directional local 

extrema values of an image, local mesh ternary patterns reported in [44] is computed 

using the ternary patterns extracted from mesh patterns of the image, local quantized 

extrema quinary pattern is suggested for medical images in [45] which uses quinary 

patterns extracted from horizontal-vertical-diagonal-anti diagonal (HVDA7) structure of 

directional local extrema values of an image to compute much spatial details,  local tri-

directional pattern described by Verma and Raman [46] is a concatenation of magnitude 

patterns that are estimated from intensity differences along three different directions in 

local neighborhood, local directional gradient pattern is reported by Chakraborty et al. 
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[47] is low in dimension and has effective discriminative ability, [48] extracted texture, 

structural and multi-directional edge details from orthogonal Fourier – Mellin moments 

for medical images, [49] describes gray level co-occurrence matrix computed on 8 

orientations with geometric shape features such as area, eccentricity, Euler number, 

Perimeter, Centroid, Convex area, Orientation etc. from the closed boundary and the 

moments on HSV for color image retrieval, etc., are reported for image retrieval. 

Recently, we presented DRLBP with fuzzy k-NN then DRLBP and dominant edgels 

(DE) with self organizing map (SOM) for texture and histology images in [50] and [51] 

respectively. Though, [50] provides better results for texture and histology database, its 

competence need to be increased with robustness to rotation and thus in this paper, we 

employed dominant color descriptor (DCD) and shape features computed from moments 

of dominant edgels along with DRLBP and histogram of DE. The experiments evident 

that proposed integration of feature descriptor makes notable distinction between the 

images then the other approaches and also more resilient to rotation. 

The rest of manuscript is prepared as: In section-2, extraction of texture, shape and 

color details are described; similarity and performance measures are described. Section 3 

provides experimental results and discussion. The conclusion is discussed in section 4. 

 

2. Proposed Feature Extraction Method 

In Figure 1, the architecture of proposed image retrieval system (IRS) is depicted 

and the feature extraction methodology adopted in the proposed IRS is explained as 

follows.  

2.1. Local Binary Pattern 

In an image I of M x N size, every pixel is considered as center pixel to encode 

local pattern among center and its neighbor’s pixel. Neighbor pixels at distance or 

radius 1 are compared with center, depends on higher or lower value of neighbor 

pixel than center, a binary label is assigned for neighbors and are multiplied by 

corresponding weights followed by summation provides local binary pattern. The 

local binary map is constructed by combining LBPs of all center pixels of an image 

[1]. The LBP [1] is delineated as 


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Where N, R, pI and cI signifies number of neighbors, radius around center pixel 

( cI ), pth neighbor pixel and center pixel respectively and T(p)=1 if 0p  else 0. 
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Where H (L) signifies histogram for LBP. 

2.2. Dominant Rotated LBP 

In [6], Mehta and Egiazarian delineated DRLBP as 
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Where 
),mod(2 pDp
and D signifies weight and dominant direction. The weight is 

depends on D. The maximum difference among center and neighbor pixels is 

marked as index for dominant direction [20] and is  
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The DRLBP is calculated by assigning weights from the index of dominant 

direction in circular mode and the run of weights remains as in LBP. In DRLBP, 

fixed arrangement is not followed in assigning weights and it varies depends on 

maximum variation among center and its neighbors [20].         

2.3. Histogram of Dominant Edgels 

     Since Sobel operator [16] is used extensively for edge identification, we 

incorporated it in the proposed IRS. Later, to decrease the computation cost and to 

attain robustness against illumination and view point, we computed dominant 

boundary pixels i.e. Dominant edgels (DE), which are higher in gradient magnitudes 

and robust to illumination and rotation invariant because DE remains dominant 

while lighting or view position vary. Thus, we define the number of DE as  

EDE NpN .                                                 (5) 

where p exemplifies the proportion of DE and EN is the number of edgels identified 

by Sobel operator. In the proposed IRS, p determines the size of DE and we have 

chosen varies choices for p such as 5%, 10%, 15%, 20%, 25% and 30%,  and we 

experimentally discovered that p=15%  gives better results against illumination 

variation and also decreases time cost enormously. In the experiments, when we 

increase p from 0% to 15%, precision increases gradually. Thereafter, precision is 

stable. Therefore, we set p=15% in the proposed IRS.           

2.4. Moments of Dominant Edgels 

     In addition to the histogram of dominant edgels, we also computed the low and 

high order moments of dominant edgels namely mean, standard deviation, skewness 

and kurtosis and are described as follows.  

     The location of distribution of dominant edgels is estimated as  
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where DEN  signifies number of dominant edgels. The standard deviation measures 

the spread of dominant edgels distribution and is  
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    The skewness is a measure of asymmetry of distribution of dominant edgels about 

the location of distribution of dominant edgels i.e., it measures the amount and 

direction of asymmetry of distribution of dominant edgels and it falls into three 

categories namely fairly, moderately and highly skewed and it is estimated as in Eq. 

(8) 
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     The kurtosis measures the taildness in the distribution of dominant edgels i.e., it 

measures the tall and sharpness in the distribution of dominant edgels and it falls 

into three categories namely mesokurtic, leptokurtic and platykurtic and are 

representing sharply, medium and flattest peaked distributions respectively and is 

estimated as in Eq. (9)     
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2.5. Dominant Color Descriptor 

      The DCD is introduced by MPEG-7 and it exploits number of dominant colors 

)( cN , percentage )( iP , spatial homogeneity )( iS  and variance )( iV of each 

dominant color. The DCD is extensively employed in CBIR because it provides 

compact and more effective color information and is delineated as 

ciiiic NwhereiVSPDF .,.,.,2,1},,,{                       (10) 

Where iD  is i
th

 dominant colors. In DCD, iV  is optional one and iS  is set to 0. In 

accordance with [23], we fixed 8cN  because large color numbers leads to 

complexity in computation and unimportant dominant colors in large color numbers 

may introduce noise, small color numbers may fails to provide accurate 

representation of the image. 

 

 
Figure 1. Flowchart of proposed IRS 

 

2.6. Self Organizing Map 

     Over the decade, researchers employed artificial neural  networks (ANNs) for 

classification owing to its precision [50] Although many ANNs are available, SOM 

[50] is incorporated in many applications because of its ability to organizing large 

and complex data sets and it preserves topological relations in the data which 

exploits underlying structure of data and is an intrinsic feature to the problem. SOM 

is a feed-forward network and it maps high dimensional data patterns in input space 

to n-dimensional output space based on competitive and cooperation learning which 

falls on unsupervised learning category. In SOM, number of nodes in input is 

decided by the dimension of input vector, connection exists among input nodes and 

neurons in computational layer and connection does not exist among the neurons in 

computational layer. 
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       Let I be input vectors and number of input vectors in I are }.,.,.,,{ 21 NIII Initially 

weights ( jiW ) are assigned randomly with small value (in the range 0 to 1) for each 

connection between input nodes i and neurons j where Mj ,.,.,.,2,1 and M is 

number of neurons and usually it is less than or equal to half of number of classes in 

the datasets. The SOM algorithm is described as follows 

For each input vectors in training dataset 

 

1. Input vector is selected randomly from the training data.  

2. Weights are adjusted using competitive learning when training progress and the 

winning neuron (the neurons whose weight vector become most similar to input 

vector) for each input vector is computed using the discriminant function such as 

Euclidean distance. However, in the proposed IRS, instead of Euclidean, we 

implemented Manhattan distance as discriminant function owing to its 

effectiveness and less computation cost and is described as follows for neuron j 

and input pattern I in Eq. [11].  
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i
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))()(()(                        (11) 

where )(tIi - i
th

 input of I at time t and )(tW ji - weight vector of jth neuron and 

ith input vector at time t. The winning neuron is coined as best matching unit and 

is computed as follows 

WN=arg min { )(ID j , j=1,2,.,.,.,N}                       (12) 

3. The neighborhood of winning neuron is decided with the help of concentric 

squares or hexagons or any other polygon shapes or functions such as Maxican 

Hat, Gaussian, etc., Generally, the neighborhood function offers cooperation 

process among the winner and its neighbor and it is designed such that the 

weights of  winning one has global maxima and the neurons close to winning one 

are scaled towards winning one and the neurons far away from winning one are 

scaled towards least i.e. more closer neighbors are excited more than the 

neighbors at furthest distance. In SOM, this weight adjustment is coined as 

adaption process. Initially, the size i.e. radius of neighborhood function is large 

and start to decrease when training progress and thus neighbors which are far 

away from the winning neuron are eliminated. The weight adjustment equation in 

SOM is as follows  

))().(().()()1( tWIthttWtW jiijijiji                               (13) 

where )(t is learning rate which explains how much the weights need to be 

adjusted and is given as 
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where 0 symbolizes the initial value of  and usually 0 =1, and T symbolizes 

maximum time of iteration. Learning rate will converge to 0 after T.  In the 

proposed work, we incorporated Gaussian as neighborhood function. As 

aforementioned, during the learning process, the neighborhood function measures 

the degree of cooperation with the winner. The Gaussian neighborhood function 

is given as follows  
















)(2

)(
exp)(

2

2

t

ID
th

j
ji


                                 (15) 



International Journal of Future Generation Communication and Networking 

Vol. 13, No. 1, (2020), pp. 57-70 

 

63 ISSN: 2233-7857 IJFGCN  

Copyright ⓒ 2020 SERSC 

 

where t is time or epoch, )(ID
j symbolizes the Euclidean distance of neuron j and 

input pattern I and σ  is width of Gaussian function. To get the best learning rate, 

σ is decreased gradually during learning progress. In Eq.(16), )(t is described as 













t

t exp)( 0                                                     (16) 

Where 0  is initial value of σ and is time constant. 

4. End For 

Through steps 1 to 4, a feature map in SOM is created. 

2.7. Measure of likeness 

     Similarity metrics measure the divergence among input images and the images in 

database. Since it filtering out irrelevant images, it becomes an important 

component of any image retrieval system and thus it must be chosen more 

cautiously. It is revealed from the literature that Manhattan measure is more 

effective and its computational complexity is less among the other metrics. 

Therefore, it is employed in the proposed system [32].   

     Manhattan measure uses sum of absolute differences of variables [32] and also 

described as a measure among two points in Euclidean space with fixed Cartesian 

coordinate system [32]. The Manhattan measure among two images is defined as  

   



k
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t
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q
i

tq IIIIS
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,                         (17) 

Where, 
q
iI  and 

t
iI - query and target image feature descriptors respectively and k - 

size of combined feature descriptor. After computing divergence among all database 

and input images, the values obtained by Manhattan metric are sorted out in 

ascending manner. Accordingly, database images are displayed to user based on top 

n most Manhattan metric results.  

2.8. Performance estimation 

     We measured the performance of retrieval rate using more familiar measures 

precision (P) and recall (R). The accuracy of retrieval out of top k retrieved images 

is computed using P and accuracy with respect to total number of relevant images in 

the database is computed using R based on similarity value with query images. The 

P and R is defined as in [32-37] 

N

I
ecision NPr               (18) 

M

I
call NRe                      (19) 

where NI , N and M are number of relevant images retrieved, total number of images 

retrieved and total number of relevant images in the database respectively. The 

average P [32-37] for a given query image (I) is defined as an average of P values of 

top N relevantly retrieved images and is given as 





N

i
IP P

N 1
)(

1
                                     (20) 

The mAP [32-37] is defined as average P for all the input images and is expressed 

as follows 
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where IN designates total number of input images. 
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3. Experimental Results 

In the experiments, we used Outex 10 and 12, KTH-TIPS, KTH-TIPS ROT and 

histology datasets are used and are described as follows. The example texture and 

histological images from experimental datasets are depicted in Figure 2. 

3.1. Outex 10 Dataset 

     The Outex 10 dataset [6] has 4320 texture images of 24 categories. The textures are 

acquired under constant lightening setting and nine dissimilar orientations that is    

)90,75,60,45,30,15,10,5,0(  . The dataset contains 20 images for each angle in each 

category. As described in [6], images in 
0 of all categories i.e. 480 images are used in 

training and images in remaining orientations are used in testing phase i.e. 3840 images. 

3.2. Outex 12 Dataset  

     The Outex 12 dataset [6] has 9120 texture images of 24 categories. The textures are 

acquired under varies lightening setting and rotations. As in [6], we incorporated 8640 

and 480 texture images in training and testing phases. 
 

 
Figure 2.Example images from experimental texture and histological 

dataset 

3.3. KTH-TIPS Dataset 

     The dataset has 10 categories of textures and each category has 81 texture images and 

the images are acquired under 9 varies scales, 3 varies poses and 3 varies illuminations 

circumstances. As described in [6], we used 40 images of each category in training and 

remaining are in testing phases. 

3.4. KTH-TIPS ROT Dataset 

     The texture images in KTH-TIPS are randomly rotated between 
0 to 

360 degrees and 

the images are cropped for 100x100 size from their center and are used in experiments as 

in [6]. As in [6], we randomly selected 40 texture images in training phase and remaining 

are used in testing phase. 

3.5. Histology Dataset 

     The dataset used in [32] has medical images of various modalities. Since our interest is 

on histological images, we segregate it into separate dataset which consists of 1708 

images of 16 categories and the images are acquired using various histological stains. 
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Figure 3. P Vs R for proposed and existing approaches for Outex 10 dataset 

 

 
Figure 4. P Vs R for proposed and existing approaches for Outex 12 dataset 

 

        In this paper, we computed Fourier-Mellin moments [48], gray level co-occurrence 

matrix computed on 8 orientations with geometric shape features such as area, 

eccentricity, Euler number, Perimeter, Centroid, Convex area, Orientation etc. from the 

closed boundary and the moments on HSV [49] and the proposed combination of 

DRLBP, histogram of dominant edgels, moments of dominant edgels and dominant color 

descriptor for all the images in the benchmark datasets and are stored in corresponding 

feature descriptor dataset and the search operation is performed in the feature descriptor 

space using SOM with Manhattan metric. Since ultimate aim is high accuracy with 

rotation and scaling invariance, we have selected the features more carefully in the 

proposed IRS.  

 
Figure 5. P Vs R for proposed and existing approaches for KTH-TIPS 

dataset 
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Figure 6. P Vs R for proposed and existing approaches for KTH-TIPS ROT 

dataset 
 

 
Figure 7. P Vs R for proposed and existing approaches for Histology 

dataset 
 

       Table 1. mAP for top 10 images retrieved by [48] [49], and proposed IRS 
on Outex 10, Outex 12, KTH-TIPS, KTH-TIPS ROT, Histology datasets 

Datasets Ashutosh et  al. [48] Mary  et al. [49] Proposed IRS 

Outex 10 81.11 83.88 87.22 

Outex 12 80.91 82.90 86.90 

KTH-TIPS 82.01 84.06 87.90 

KTH-TIPS ROT 80.12 82.10 86.84 

Histology dataset 69.23 72.49 78.45. 

 

Query Retrieval result  

      

      
(a) (b) (c) (d) (e) (f) 

Figure.8. Example query image and top 4 retrieval results of proposed IRS 
for benchmark datasets 
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To assess the competence of proposed IRS, we utilized average P and average R. The 

proposed IRS is compared with the existing systems [48] and [49]. The P Vs R graph for 

proposed IRS and existing systems are illustrated in Figure 3 - 7 for Outex 10, Outex 12, 

KTH-TIPS, KTH-TIPS ROT, Histology datasets respectively. Figure 3 - 7 illustrates that 

performance of proposed IRS i.e., the combination of DRLBP, histogram of dominant 

edgels, moments of dominant edgels and dominant color descriptor with SOM and 

Manhattan measure is significantly superior to conventional approaches [48] and [49] for 

top N returned images. The results of proposed IRS, existing systems using Fourier-

Mellin moments [48] and the system based on gray level co-occurrence matrix computed 

on 8 orientations with geometric shape features and moments on HSV [49] are depicted in 

Table 1 for top k returned images and the accuracy are 87.22%, 81.11% and 83.88%; 

86.90%, 80.91% and 82.90%; 87.90%, 82.01% and 84.06%; 86.84%, 80.12% and 

82.10%; 78.45%, 69.23%, 72.49%. for Outex 10, Outex 12, KTH-TIPS, KTH-TIPS ROT, 

Histology datasets respectively. The mAP for top 10 images retrieved by [48], [49] and 

proposed IRS on Outex 10, Outex 12, KTH-TIPS, KTH-TIPS ROT, Histology datasets 

are represented in Table 2 for randomly selected categories of images. 

Table 2. Randomly selected class wise mAP for top 10 images retrieved by 
Ashutosh et al. [48], Mary et al. [49] and proposed IRS on benchmark 

datasets 

Class mAP 

Ashutosh et al. [48] Mary et al. [49] Proposed IRS 

Canvas022  82,.00 84.80 87.00 

Canvas033 81.19 83.01 86.34 

Canvas003  81.22 83.45 86.90 

Canvas001 80.34 82.19 86.10 

Carpet004 79.90 83.90 86.01 

Tile005 78.76 82.18 87.02 

Tile006 82.21 83.15 85.92 

Linen 78.90 80.45 85.32 

Sandpaper 79.22 83.21 86.39 

Sponge 80.14 82.19 87.51 

Breast–Hematoxylin  & 

Eosin- Benign 

69.67 71.90 76.90 

 

Table 3. Time taken (milli seconds) by Ashutosh et al. [48], Mary et al.[49] 
and the proposed IRS 

Methods Time cost (ms) 

Ashutosh et al. [48] 18 

Mary et al. [49] 33 

Proposed IRS 31 

 

Table 4. Classification accuracy of SOM with various discriminant functions 

Datasets SOM 

 Manhattan Euclidean Minkowski 

Outex 10 70.13 69.99 67.31 

Outex 12 70.10 69.84 67.25 

KTH-TIPS 66.12 65.78 64.22 

KTH-TIPS ROT 67.20 66.90 65.10 

Histology dataset 58.11 57.89 57.09 
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           In the experiments, we also evaluated the competence of proposed IRS using 

Euclidean, Manhattan and Minkowski distances as a discriminant function of SOM 

respectively and the results proven that Manhattan notably decreases the computation cost 

of SOM and considerably increases the classification accuracy of SOM and the results are 

depicted in Table 4. 

 

4. Conclusion 

In this work, the rotationally invariant color, texture and shape descriptor is proposed. 

The DCD estimates the color information, distribution of dominant edgels, low and high 

order moments of dominant edgels represents the shape information, and DRLBP 

estimates the texture details. The proposed system merges the computed features and are 

classified using SOM. In SOM, we incorporated Manhattan distance as discriminant 

function. The likenesses of query and dataset images are measured using Manhattan 

distance. The results obviously shown evidence that proposed system for retrieval of 

images is notably superior to existing systems. In future, the accuracy of proposed system 

can be extended by computing the proposed feature descriptors from wavelet domain.  
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