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Abstract— 

This paper proposes the implementation of a Convolutional Neural Network (CNN) to classify music 

into its respective genre. The digital entertainment industry is booming right now and people are 

mostly listening to music online these days. Music plays a key role in our lives. The quantity of music 

being released on internet platforms is huge. But to manually classify music files is a hectic task for 

human beings. There is also a good chance of error in case of classification done by humans. The 

increase amount of work in this field recently has brought a great demand for automatic music genre 

classification. This paper presents a deep learning approach using Convolutional Neural Network 

(CNN). CNN model is trained using GTZAN dataset with ten musical genres and spectrogram of each 

audio file. The model essentially uses a neural specification to classify the music file into 10 different 

genres. CNN has good ability to work with various musical patterns. CNN has been mostly used in 

recent approaches and it is more efficient than standard machine learning approaches. 

 

Keywords— Music genre classification, convolutional neural network, spectrogram, GTZAN, deep 

learning. 

I. INTRODUCTION 

Music performs an essential role in our lives. Music unites like-minded people and is a link 

between communities. Communities are usually identified by the types of songs that they have 

composed or may have heard. Different communities and groups listen different sorts of music. One 

main feature that separates one quite music from another is that the genre of the music. 

As the number of songs keeps on increasing, people find it relatively hard to manage the songs of 

their taste. Since taking note of music online has become very convenient for people, because of the 

increase of online music streaming services like Spotify, iTunes, etc. users expect the music 

recommendation by the service. To make this possible, we need to check people's listening options 

and determine the genre they are listening to. This is the best way. Due to the rapid growth of the 

digital show business, automatic classification of music genres has acquired significant prominence in 

recent years. One way to effectively classify the song is based on genre. Classification of genre are 

often very valuable to elucidate some interesting problems like creating song references, tracking 

down related songs and music labelling. 

II. LITERATURE SURVEY 

Snigdha Chillara, Kavitha A. S., Shweta A. Neginhal, Shreya Haldia, Vidyullatha K. S. in [1] did a 

survey in music genre classification using machine learning algorithms, where comparison of 

different music genre classification techniques with machine and deep learning algorithms is given. 

Spectrogram-based models and Feature based models are used to find out the best model for 
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classification. CNN model was determined to be the best model over others like RNN, ANN, and LR. 

Subset of Free Music Archive [FMA] database is used. Librosa, a Python library is used for feature 

extraction purpose. Hareesh Bahuleyan in [2] proposed the work which gives an approach to classify 

music automatically, Comparison of the performance of two classes of models is done. CNN model is 

trained end-to-end using spectrogram and the second approach utilizes various ML algorithms like 

Logistic Regression, Random Forest, etc. VGG-16 CNN model gave highest accuracy of 89%. In this 

research ‘Audio set’ dataset is used which consists of mp4 files. The mp4 files are converted into the 

desired wav format. Tom LH Li, Antoni B. Chan, Andy HW. Chun in [3] made an effort to 

understand the main features which actually contribute to build the optimal model for Music Genre 

Classification. A methodology to automatically extract musical patterns features from audio music is 

been done. In this CNN has the strong capacity to capture informative features from the varying 

musical patterns. Due to this the approach is made to CNN, where the musical data have similar 

characteristics to image data. The dataset considered here is GTZAN which consists of 10 genres of 

100 audio clips each. The musical patterns are evaluated using WEKA tool. Bryan Lansdown, Dr. 

Shan He in [4] gave comparison of machine learning algorithms in their suitedness to the task of 

music genre classification. Classification was based upon 54 features extracted from each song of the 

dataset, most of which pertained to spectral information. The average genre scores across the standard 

dataset were as follows: Electronic:60%, Folk: 73%, Hip-Hop: 74%, Pop: 41%, Rock: 73%. R. 

Thiruvengatanadhan in [5] proposed a technique of Music Genre Classification using GMM 

(Gaussian mixture model), a new technique that uses support vector machines to classify songs is 

described. Parametric or non-parametric methods are used to model the distribution of feature vectors. 

The music data is collected from music channels using a TV tuner card. A total dataset of 100 

different songs is recorded, which is sampled at 22 kHz and encoded by 16-bit. In this work fixed 

length frames with duration of 20 ms and 50 percentages overlap (10 ms) are used. GMM method has 

good performance in musical genre classification scheme and is very effective and the accuracy rate is 

94%. 

III. PROPOSED SYSTEM 

The proposed system helps classify music under the genres of the GTZAN dataset. Convolutional 

Neural Network (CNN) is a deep learning model which delivers great performance with images and 

basically saves sizeable number of efforts and time. 

 
Fig. 1 Working of convolutional neural network 
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     Input will be presented in the form of audio file in .wav format. Dataset used here to train and test 

the model is GTZAN which consist of 1000 different songs with 10 different genres (100 

songs/genre). Each song will get converted to its respective spectrogram which is nothing but a 2-D 

representation of an audio signal, having time on x-axis and frequency on y-axis. The table provided 

below shows different genres in the GTZAN dataset. 

TABLE I 

GENRES IN GTZAN DATASET 

Sr. No. GENRES 

 

No. of Songs 

1 BLUES 100 

2 CLASSICAL 100 

3 POP 100 

4 ROCK 100 

5 COUNTRY 100 

6 DISCO 100 

7 HIP-HOP 100 

8 JAZZ 100 

9 REGGAE 100 

10 METAL 100 

 

     The next step is to gather some parameters or features from the dataset. This step includes 

computing Mel spectrogram of every audio file in the dataset and also computing its MFCC(Mel 

Frequency Cepstral Coefficients). Mel spectrogram is generated using Mel scale. MFCC takes audio 

samples as input and after processing, it calculates coefficients unique to that particular sample. Also, 

several numeric features of the audio file are computed using Librosa library. The numeric features 

included are first 13 mfccs, zero-crossing rate, spectral centroid and spectral rolloff. This Mel 

spectrogram data and numeric features will be used to train and test the CNN model. Out of 1000, 800 

songs are trained and 200 are tested.  

Convolution Neural Network (CNN) is a deep learning module used to classify a short segment of 

the spectrogram, which is passed to hidden layers which consists of convolution, max pooling and 

dropout. The data is split into training and testing set of 800 and 200 songs respectively. CNN then 

predicts the computed genre of the music. CNN gave the training accuracy of 80% and testing 

accuracy of 62%. As number of epochs are increased, model learns more but too much epochs would 

lead to overfitting, so increasing the number of epochs would likely not improve the model. 

Convolutional neural network has its origin from the study of biological neural system. Humans can 

find and recognize patterns without having to re-learn the concept. Convolutional Neural Net can also 

do this because it recognizes an object as an object even when it appears in some different way. 

IV.  CNN ARCHITECTURE 

At the heart of it all, convolutional neural networks can be seen as a neural network that uses the 

same copy of the same neuron. This allows the network to work with a lot of different hidden layers 

and perform on highly computational models. In simple terms, CNN can take an image as an input 

and it consists of multiple hidden layers of artificial neurons. Pre-Processing required in convolution 

networks is much lower as compared to other classification algorithms. As in primitive methods filters 

used are hand-engineered having enough training, convolution networks have the ability to 

automatically learn these filters. The result of this is specific features that can be detected anywhere 
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on input images. The architecture of this networks is similar to that of connectivity pattern of neurons 

in the Human Brain. The following figure shows how hidden layers work in CNN. 

 

 
Fig 2 Layers of CNN 

 

Convolutional layers are not only applied to input data but they can also be applied to the output of 

other layers. More data needs more layers to be able to learn more complicated patterns. In multiple 

layers the filters that work on raw data will extract low-level features and the extraction of features 

will be at high-level as depth of the network is increased. There are some basic and important layers 

that are used in CNN.  

A. Convolution layer 

This is the first layer of the network which is used to extract different features from the input 

spectrogramic image. In this layer all the mathematical operations of convolution is perfomed using 

the filters. In convolution layer the implementation starts with a larger image and ends with a smaller 

array that helds records of which sections of image were most interesting. In this the information 

about the image like the corners and edges is extracted.  

B. Maxpooling and Droput layer 

Convolution layer is followed by pooling layer in most of the cases as the fundamental aim of this 

layer is to decrease the size of convolved feature and subsequently reduces the computational cost. 

This is done by reducing the connections between layers and independent operation on each feature 

map. This layer reduces the size of the array while keeping the most interesting features. Dropout 

layer is used just in case of over-fitting. To overcome this, few neurons are randomly dropped from 

the network which simultenously reduces the size of model. 

C. Fully-Connected layer 
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By convolution and maxpooling a large image is reduced in a small array. That array can be used 

as input to another layer named as fully connected layer. This layer is the final layer in which the 

main purpose of classification is carried out thus it is just before the final output. 

The basic idea of these layers is to summarize a large image until the final result is achieved. 

V. FUTURE SCOPE 

This work was done for quick implementation so it has a lot of scope for improvement. The dataset 

used in this study has 

1000 songs of 10 different genres. Training and testing using larger dataset in future might improve 

CNN’s ability to classify music into its respective genre. Few songs result in weaker analysis and over 

fitting of some algorithms which can be improved with large dataset. Also using more features of the 

audio file could help to enhance the CNN accuracy. 

VI. CONCLUSION 

The proposed system is a technique for classifying music genres. The exponential growth within 

digital industry causes an urgent need for effective genre classification for users as well as content 

provider. The system used is robust and cost effective because open-source tools like Python, Jupyter 

can be used. And it is also easy to implement as it won’t need much higher specifications. In case of 

classification done by human being there is a good chance of error because of the different nature of 

every individual. If we have some system which will categorize music into its respective genres 

automatically, we would save a large number of human efforts and time. CNN model used gives 

better accuracy i.e., 80% training accuracy than conventional machine learning algorithms. 

Misclassification may occur in some cases due to complex audio tracks but overall CNN gives better 

accuracy. So, to justify, it would be better to have an automatic genre classifier for music. 
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