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ABSTRACT

Security systems widespread and play essential roles in our lives. The strongest
security systems can be built by biometric traits. Earprint can be considered as one of the
most important biometrics, especially for phone communications. In this paper,
preprocessing steps are adopted for segmenting the used image and extracting its earprint
pattern. In addition, a Deep Learning (DL) model has been suggested for personal
verification. It is called the Normalized Deep Earprint Learning (NDEL). Furthermore, a
communication prototype has been designed to analyze an earprint, then, provide a secure
mobile phone call. The Earprint Image of Northern Technical University (EINTU)
database has been utilized. Efficient preprocessing steps are successfully suggested for
segmenting earprints. The results show that the NDEL achieved 98.0% and 99.7% for
recognizing persons by using their employed left and right earprint patterns, respectively.
Finally, secure mobile phone calls are achieved by utilizing earprint authentications.
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1. Introduction
Over hundreds of years, humans have used their traits such as the face and

voice to be essential resources for distinguishing each other. Several applications have
utilized unique biometric traits/characteristics. One of the classical examples is
security. Biometric have become a central issue in security for recognizing persons.
Using personal biometric characteristics in security techniques can provide strongest
systems.

Biometrics can generally be categorized into two types as reported and defined
[1]:

1. Behavioral: this type of biometric refers to the behavioral styles of individuals.
Examples of the of different behavioral biometric are signature [2], keystroke
[3], gait [4] and voice [5].

2. Physiological: this type of biometric refers to the physiological characteristics
within the bodies of persons. Example of such traits are fingerprint [6], face
[71[8], irisprint [9][10], finger texture [11][12] and earprint [13].

Earprint is an attractive biometric characteristic, especially for communication
purposes. This is mainly due to its pattern which is created during the pregnancy and it
stays permanent after the born. Earprint patterns differ between people, twins, identical
twins [14] and even between the right and left ears [15]. Therefore, it is difficult to find
two ears that are totally identical. In addition, earprint has all the properties that make it
efficient to be a biometric (i.e. permanence, universality, uniqueness and collectability
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[16]). It is also not affected by expressions, feelings and emotions as other biometrics
(e.g. face). Furthermore, the earprint pattern can easily be recognized by using low
resolution and uncostly-acquisition device.

The human’s external ear structure is relatively complicated; it has different
features that construct unique earprint patterns. These features are the helix rim,
antihelix, lobule, antitragus, tragus, crus of helix, triangular fossa, incisure intertragica
and concha.

The contributions of the study can be illustrated as follows:

1. Efficient preprocessing steps are suggested for segmenting earprint images.
They are adopted for images of right and left earprints in the Earprint Image of
Northern Technical University (EINTU) database[17].

2. Proposing an effective Deep Learning (DL) model termed the Normalized
Deep Earprint Learning (NDEL) network for verifying individuals based on
their earprint patterns.

3. Suggesting an earprint authentication prototype for secure mobile phone
communications, where a Global System for Mobile communications\General
Packet Radio Service (GSM/GPRS) is used.

The remaining sections of the paper are organized as follows: the literature review
is presented in Section 2, the segmentation of earprint images is described in Section 3,
the NDEL model is illustrated in Section 4, the designed prototype for authenticated
communication is presented in section 5, the experimental results are discussed in Section
6 and the conclusion of this study is given in Section 7.

2. Literature Review
Due to its singularity and individuality, various studies focused on earprint

recognition. In 2000, Burge and Burger proposed automated earprint recognition. The
authors offered a technique for localized the earprint in the image by using deformable
contours. A series of edge detection and curve detection schemes were utilized to build a
graph model of the earprint. Finally, the similarity of earprints can be achieved by a graph
matching scheme [18]. It seems to be in this study only few sample of earprint was
utilized. In 2006, Yan and Bowyer used contour information for earprint recognition.
Three-Dimensional (3D) earprint images were exploited. This was the first study that
considered the Principal Component Analysis (PCA) for 3D earprint images. A large
experimental database was utilized, which provided the ability to explore several
algorithms. The employed images were in Two-Dimensional (2D) and 3D [19]. Working
on only left side of faces and employing various numbers of earprint images for each
person can be considered as the main problem here. In 2012, Al-Nima suggested an
earprint authentication system for telephone security purposes. Image preprocessing steps
were applied for extracting the earprint features. These steps were: cropping, resizing,
taking into account the three channels of (red, green and blue), dividing each image into
blocks and computing the Mean Absolute Deviation (MAD) values of each block.
Consequently, a probabilistic neural network was used for recognition. A total of 200
earprint images were utilized [13]. The database of this work is not available. In 2013, F.
N. Sibai et al. used the artificial neural networks of feed-forward for earprint recognition.
The authors identified seven features in 51 earprint images for different persons. Then,
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many experiments were implemented for selecting the appropriate neural network by
investigating different numbers of layers and neurons. The final result was achieved by
utilizing the neural network with simple architecture that has three layers and 18 neurons
in total [20]. The drawback of this work can be represented by using the small number of
earprint images in a private employed database. In 2016, L. Tian et al. presented an
earprint approach based on the CNN. The applied earprint database was from the
University of Science and Technology Beijing (USTB-III). It included side-face images
that show angle changes and hair occlusion [21]. A few images per subject were taken for
only the right side of faces. In 2019, Z. Emersi¢ et al. introduced a set of processes for
earprint recognition. Earprint detection was performed by utilizing an end-to-end DL
based Refinement (Refinet) model. Earprint feature extraction was manually done.
Earprint recognition was employed by applying the Residual Neural Network (ResNet).
The databases that used in this study were from the Unconstrained Ear Recognition
Challenge (UERC) and the Annotated Web Ears (AWE) [22]. The weakness of this study
can be represented by the used databases that collected from a website. These databases
were not designed specifically for earprints. They contain inappropriate and low-quality
earprint views, in addition to unequal number of images for each subject. In 2020, Jiang et
al. presented and described the Deep Constellation Model for Ear (COM-Ear). Here, the
deep constellation model was introduced for earprint recognition. The design was based
on Siamese architecture. In this architecture, the earprint image was considered as global
and its sub-images from a fixed grid of matrices were counted as locals. Global and local
images were used as inputs to the COM-Ear model to generate the earprint representation
at the output. In addition, a pooling operation named the Patch-Relevant-Information
pooling (PRI-pooling) was introduced, it integrates features from the locals into the
COM-Ear model. Extended Annotated Web Ears (AWEX) database was used for
evaluating the suggested model. This database was collected from the web, so, it contains
too many images. Various numbers of images per person were utilized [23]. Again, this
database is not specifically established for earprints. Therefore, it has low-quality and
inappropriate earprint views.

In this paper, a segmentation algorithm for earprint images is suggested and implemented.
Fundamentally, a prototype is designed to establish secure mobile phone calls. Also from the
literature, it can be noticed that only [23] considered the DL technique for earprint patterns. So,
another significant contribution in this study is proposing an earprint DL model called the NDEL.

3. The Segmentation of Earprint Images
The EINTU images covers the earprint with the surrounded area of hair and skin.

Extracting the earprint from a fully acquired image is not a straightforward process. An efficient
algorithm is adopted to segment the earprint, isolate its Region of Interest (ROI) and prepare it for
the next stage, see Fig. 1.

Multiple image pre-processing operations are suggested in this work as follow:

1. Converting the colored earprint channels (Red, Green and Blue (RGB)) into the 8-bits
(grayscale) image. Assuming that the grayscale earprint image is defined as E(x, ¥): ZZ[0,
255].
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Figure 1: Adopted pre-processing operations

2. Transforming the E(x,¥) to a binary image (binarization) by employing the Otsu
threshold. The general equation of changing an image from grayscale to binary is given as

follows:
1ifE(x,v) = Thr
EB(xy) = {0 if E‘Ex, 3 < Thr @
where EB(x,y) is the binary image and Thr is the employed threshold. In this case, the
adaptive threshold is utilized. To illustrate this, estimating a threshold according to Otsu is
normally includes histogram analysis where its value automatically changes as follows:

a- choosing a starting value for the Thr, the average intensity of the image is a good
initial.

b- computing the mean greyscale values pe; and pe, for the E; (x v) and E, (x,v),
where E£4(x,v) and E5(x,y) represent the E(x, y)’s foreground and background,
respectively.

c- dividing the resulted image into two sets of E, (x, y)and E, (x, ¥)according to the
value of Thr.

d- determining a new threshold according to the following equation:

Thr = £ k) Hea) )

repeating steps b to d until the mean values pe; and pe; in successive iterations

stay the same [24].

3. Removing noises by applying morphological operations. These types of operations deal
with binary images. In a morphological operation, each pixel in a binary image is adjusted
according to the arranged values of its neighborhood pixels [25]. Filling small holes in the
binary image EB(x, ) and then performing the opening morphological process appear to
be appropriate. In this way, the ROI of an earprint can be determined. Filling operation
paints black holes inside white area by simply changing their values from logic zeros to
logic ones [26]. It has the capability to remove small undesired noises inside a certain
area. Opening operation is represented by erosion followed by dilation. Firstly, erosion
reduces the size of white area by eliminating its border including surrounded noises. The
formula of erosion can be expressed as follows:

AOB= {z|(B);c A} 3)

(9]
i
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where @ is the mathematical representation of erosion morphological operation, A is a
binary image, B is a structuring element of a designed binary pixels shape and z is a
movable block of pixels in the binary image.

Secondly, dilation increases and preserves the overall size of white area. The
equation of dilation can be represented as follows:

AGB= {z|(B)nA =0} 4)

where €& is the mathematical representation of dilation morphological operation, Bis the
symmetry of B and @ is the empty set.

In general, the opening operation smoothers the contour, breaks narrow isthmuses
and eliminates thin protrusions of an object. The fully opening formula is as follows:

B=(AOB)GB (®)

where ¢ is the mathematical representation of opening morphological operation.
This equation gives the relationship between erosion and dilation for performing
the opening operation [27].

As a result of this step, the ROI of an earprint can be determined.

4. Cropping the grayscale image E(x, v} according to the specified ROI. In other words,
segmenting the ROI of the earprint from an input image.
5. Resizing the resulted image as this is required for the next stage of DL processes.

4. The NDEL Model

For the feature extraction and recognition stages, a DL model is suggested. Which it is
called the NDEL. This model is based on the network architecture of a novel Deep Finger Texture
Learning (DFTL) and Deep Earprint Learning which was approached in [11] and [17]. NDEL
layers are sequentially composed of batch normalization, convolution, Rectified Linear Unit
(ReLU), pooling, cross-channel normalization, fully connected, softmax and classification layers.
Because of the simple descriptions of earprint patterns, there is no repetition in the first essential
layers of Convolutional Neural Network (CNN) [28]. The architecture of the presented NDEL
model is given in Fig. 2.

Image Size: Filter Size- 15x15 Pixels Pooling Type: Max ‘Window Channel
320x240 No of Filters: 10 Filters Pooling Size: 5X5Pixels  Size: 7 Pixels
Pixels Stride: 5 Pixels
Earprint Batch Normalization Convolution RelLU Pooling Cross-Channel Fully Connected SeftMax Classification
Image Layer Layer Layer Layer Normalization Layer Layer Layer Layer

Figure 2: The architecture of the presented NDEL model

Each layer in the NDEL network can be described as follows:
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4.1 Batch normalization layer:
The batch normalization layer independently normalizes for each channel a batch

of data across all observations (values). This layer normalizes the values of the input
image IM by firstly calculating the variance o and mean u over the spatial and
observation dimensions. Then, the normalized activation function is calculated as follows:

IMB)gyy,co1 = mﬁ%f (6)
where IM B4, o1 is @ batch normalization layer outcome, row is the number of rows, col
is the number of columns and € is a constant, it enhances numerical stability when the o2
is too small. Allowing for the possibility of u and o that are not appropriate for the
operations of batch normalization as p equal to zero, the batch normalization operation
further shifts and scales the activation function values using the following equation:

IMBJ"GW.CG! = 18 + yIMBraw.ca! (7)

where B is the offset shifting and y is the scale factor. Both of these parameters are
learnable, in which they are updated during the training phase [29].

4.2 Convolution layer:
The convolution layer produces feature maps that are extracted from each

channel c¢;,, of the previous layer (c;;, here equals to 1 as the input earprint image is of a
greyscale type). The feature map represents a convolved ¢;, with a kernel (a set of
weights). Generally, the kernel has a size of k,,, x k;, x c;, pixels. Fundamentally, k,, and
k; represent the kernel width and height, respectively. The main equation of the
convolution layer is given as follows:

Cin k& -
Oztq= Bg+ L X2, X2, IMB

254 ptseii X Wikiq (8)

where 0 B, IMB

oLy Z5+ sl
specific pixel coordination of (z,t) in channel g, a bias, an input from the previous layer
and a kernel value, respectively. The number of activation maps pixels that the kernel is
shifted after every single convolution is defined as S [30].

4.3 ReLU layer:
In this layer, a ReLU activation function is employed. The advantage of this

layer is to provide a non-linear computation by keeping the positive values and removing
the negative values from the feature maps. The ReLU activation function calculation is
given by the following equation:

Yzrq = f(oz.r.q) = max(0, Oz.r.q) ©)

where an outcome of the ReLU layer is represented by y,. .
maximum operation [31].

and W; . ; o are an outcome of the convolution layer for a

and max stands for the

4.5 Pooling layer:
The pooling layer performed a necessary role in decreasing the sizes of received

channels. The pooling layer extracts maximum or average values from the resulted ReLU
outcomes. Here, it decreases the sizes of the obtained features by collecting maximum
values. The general equation of the maximum pooling layer is as follows:

(10)

Ll = max V. i 1
pa bhe Usaq:h,r,.nsbq:wp‘ a ><hp+a.b ><wp+b.c

where a pooling layer outcome is p,izi ., 0 < a'< hy,hy, is the height of a pooled
channel, 0 = b* < w, wy is the width of a pooled channel, 0 < ¢ < ¢’ = ¢, | and I-1
are respectively refer to the current layer and previous layer, and w, and h,, respectively
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represent the width and height of a sub-region that need to be pooled from RelLU
outcomes [32].

4.6 Cross-channel normalization layer:
The cross-channel normalization layer provides channel-wise local

response normalization. This layer is known as brightness normalization. For each input

from pooling layer the normalized activation function Irn': : _is given by:
a,bc
i
?‘nfr — a'b'.e
L alble ~ 7 — o T (11)
min(NR—1,ir+— jr !
[Zkr+ar2 ”;{( . ]
, jremax(oir—5) N asblel

where ir is the applied kernel, nr is the adjacent kernel maps for a certain spatial position,
NR is the total number of kernel maps in the layer, and the constants kr, ar and fSr are
hyper-parameters’] [29].

4.7 Fully connected layer:

The fully connected layer is for mapping between the previous layer and a
certain number of neurons. It can effectively map between both the pooling layer and the
required number of classes or subjects (outputs). The operation of the fully connected
layer is given in Equation (7) as follows:

-1 -1 -1
FC, =Xt Xgmi Lisi Wign () V1<r =mc! (12)

where a fully connected layer outcome is FC,, the width and height of a pooling layer
channel are mci~* and mcit, the number of created channels in the pooling layer is mci™?,
a connected weight value between the previous layer and the fully connected layer is
W/} .., the channel-wise local response (cross-channel) normalization layer outcomes is

Irn,, and the number of required neurons in the current layer (it can be equal to the number
of required classes or outputs) is mc'® [24].

4.8 Softmax layer:
The softmax activation function is used to calculate the -classification

probabilities for each input image. It can be represented by the following equation:
oFCr
80, = ————, r=1,2,...,mc! (13)

I-1 >
e e

where a softmax layer outcome is S0,. [24].

4.9 Classification layer:
The classification layer is utilized at the end for achieving the final decision of
recognition or classification. The rule in this layer is known as the winner-takes-all. The
equation of this layer can be represented as follows:

1 if §0, = Max
CL,.= r = !
r {U otherwise > L,2,..., me (14)
where an output decision of this layer is CL,. and Max is the obtained maximum value

from the softmax layer [33].

The outputs of the NDEL model can be considered as multi-classes. Since the
multi-classes can be used for the verification according to [33] [34], the NDEL has been
adopted for individual verification based on the earprint. Depending on the NDEL
outputs, multi-classes of certain subjects can be verified.

Default values for constant parameters: kr = 2, nr = 5 ar = 10™* and fr = 0.75.
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5. The Designed Prototype for Authenticated Communication

This section describes the authenticated communication hardware requirements to provide
phone calls, the previously described headset with microphone, speaker and camera, personal
computer, Arduinos, GSM\GRPS, voltage regulator(], and mobile phone are employed in a
communication prototype as shown in Fig. 3.

Personal Computer

Camera with
LED

Capturing
Button

anl

Microphone
and speaker

Voltage
regulator "~ % f

“ Gsm/GpRs

USB camera Cable sim 8001

Arduino UNO' T

Figure 3: Hardware parts of designed communication prototype

The main authenticated communication hardware parts (the Arduinos, GSM\GRPS,
mobile phone, and microphone and speaker in a headset) can be described as follows:

5.1 Arduinos:
Arduino is an open-source microcontroller that allows a computer to be connected
with an external device or even multiple external devices [35]. Components of an Arduino
(type UNO) are shown in Fig 4 and they can be illustrated as follows [36]:

o  External power supply: it is obviously used to power up the boar

e Reset button: it is utilized to reset the software program when it is pressed.

e  Microcontroller: it is the brain of Arduino and it is here of type ATmaga 328P. It is
in charge of executing the instructions.

e Analogue pins: these pins are assigned for inputting analogue information.

o Digital Input / Output (1/O) pins: these pins are determined for accepting digital
information as the input or output.

e Ground pins: they are for the ground connection.

e  Power pins: they are for supplying 3.3V and 5V.

This study utilizes two Arduinos of type UNO. The first and main one can be used as
a phone switching to direct the communication into the appropriate GSM\GPRS, where
many GSM\GPRSs are allowed to be utilized. This Arduino receives an order from the
connected computer and transmits a command signal to the second or certain Arduino
which is connected to the GSM\GPRS in order to make a phone call with a determined
phone number. The second Arduino works as sub-controller for a GSM\GPRS and it is in
charge of applying its phone calls.

For regulating the GSM\GRPS power voltage.
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{ Ground Pin }[ Digital Pins }[ Serial Out (TX) Pin J[ Serial In (RX) Pin ]

Reset Button

QE S
[
USB Port
X -

Rx BN Arduino "

[ Power Pins J[ Ground Pins }[ Analogue Pins }

Figure 4: Components of an Arduino of type UNO

5.2 GSM\GPRS:

GSM\GPRS is exploited for a digital and wireless mobile communications. It is
of type Sim800I. This type is able to send and receive mobile phone calls, in addition to
Short Message Service (SMS) messages [37]. Fig 5 demonstrates the GSM\GPRS of type
Sim800I. When the power is connected to the GSM\GPRS, it starts searching for cellular
networks. Then, it is automatically connected to an available wireless mobile network.
The LED on the board shows a connection state, where the LED fast blinking refers to no

network coverage and slow blinking refers to successfully logged in.

The Sim800I has two antennas. The first antenna has a helical shape, it is external
and directly soldered to a Network status (NET) pin in the GSM\GPRS. This antenna is
very useful for a good wireless coverage area. The second antenna is a Printed Circuit
Board (PCB) which is connected to a cable that is conducted to the Internetwork Packet
Exchange (IPX). This antenna can lead to better communication performance, where it

gives more free indoor of using and allows putting the module inside a metal case.

‘Printed Circuit Board (PCB) > /—q
[ microsim |
k s L
<

T

Figure 5: Demonstrating the GSM\GPRS of type Sim800I

The GSM\GPRS specifications of type Sim800l is as follows [37] [38]:

e  Supplying voltage level between 3.8V to 4.4V.

e  Power consumption in sleeping mode equals to 2.0mA and in idle mode

equals to less than 7.0mA.

e  Power consumption for the Global System for Mobile communications
(GSM) transmission on average is 350mA (the peak transmission is

2000mA).
e  The small size of 25cm=23cm.
e Subscriber Identity Module (SIM) socket of type micro-SIM.
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e  Supported frequencies are quad bands of 850MHz, 950MHz, 1800MHz
and 1900MHz.

In addition, it is very sensitive to the supplied voltage level as it may not work
properly if the voltage level is high or low. The recommended supplied voltage is 4V.
Therefore, a voltage regulator is exploited to exactly provide this voltage value.
Moreover, it has a small size and it is considered an inexpensive.

This study utilizes the GSM\GPRS of type Sim800I that is used together with the
Arduino, designed headset and laptop. By this package, mobile phone calls can be
initiated for an authenticated earprint.

5.3 Microphone and Speaker:

The previously described acquisition headset system is modified by adding an
external microphone and speaker. In order to connect the microphone to the GSM\GPRS,
the positive wire of the microphone is soldered to the positive differential audio input pin
and the negative wire of the microphone to the negative differential audio input pin.
Similarly, in order to connect the speaker to the GSM\GPRS, the positive wire of the
speaker is soldered to the positive differential audio output pin and the negative wire of
the speaker to the negative differential audio output pin. Hereafter, the headset can
transmit and receive audio signals via the GSM\GPRS.

5.4 Mobile cell Phone:
All types of mobile phone devices that use the GSM can be used for the

suggested communications by authenticating earprint patterns. Even if the devices are for
old mobile phones and smart mobile phones. In this study, several types of mobile phone
devices are exploited as: Huawei Nova 3, Samsung Galaxy and HTC one.

6. The Experimental Results

6.1 Implementations of Pre-processing
The EINTU earprint image is passing through pre-processing operations in order to be

ready for the DL stage. As detailed in section 3, the pre-processing operations follow an efficient
adopted algorithm. Example of resulted implementations for each operation is as follows:

1. First of all, converting a colored image which is shown in Fig. 6 (a) to the grayscale image
is resulted as given in Fig. 6 (b).

2. Applying the binarization to the grayscale image by using the Otsu threshold [24] is
resulted as demonstrated in Fig. 6 (c).

3. Performing the fill morphological operation, see Fig. 6 (d). It
can be noticed from this figure that all small black holes in the big white area have been
deleted. Then, implementing the open morphological operation is resulted as shown in
Fig. 6 (e). It can be seen from this figure that this operation removes the noises and
provides an ROI region of the earprint.

4. Cropping the grayscale image that has been obtained from the
first step according to the previous outcome of an ROI. In other words, segmenting the
exploited earprint as given in Fig.6 (f).

5. Resizing the resulted image. So that all images have the same size since ROIs of earprints
differ between images and people. In addition, image resizing is required for the next DL
stage. It is suitably selected to get the size of 200x150 pixels, see Fig.6 (g).

ISSN: 2233-7857 IJFGCN 3251

Copyright © 2021 SERSC



International Journal of Future Generation Communication and Networking
Vol.14, No. 1, (2021), pp. 3242-3264

(b)

(d)

(g)

Figure 6: (a) An acquired colored image of an earprint pattern, (b) Resulted
grayscale image of the acquired colored image, (c) Resulted binary image
after applying the binarization, (d) Resulted image after the filling
morphological operation, (e) Resulted image after the opening
morphological operation, (f) Resulted earprint image after the segmentation
and (g) Resulted earprint image after the resizing

6.2 NDEL Specifications

As mentioned earlier, a new DL model is proposed, it is called the NDEL. It is used for
extracting earprint pattern features and providing personal verification performances. The input of
NDEL is the EINTU database after pre-processing. Each input image has a size of 200x150 pixels.
The output neurons of the NDEL are adapted to produce a verification result, where each subject is
represented by an output neuron or a class. A similar idea is presented by [12][39]. In this work, 75
output neurons for 75 subjects have been determined where all volunteers have participated in the
two acquisition sessions of collecting the EINTU database. The NDEL has separately been
implemented for right ears and left ears. Overall, 20 earprints have been employed for each subject
and a total of 3000 images have been used.

NDEL parameters are as follows: the filter size of the convolution layer is 15x15 pixels,
the number of convolution layer filters is 10, pooling layer has been assigned to the maximum
type, the pooling filter size is 5x5 pixels, the pooling stride is 5 pixels and the channel window size
of the cross channel normalization layer is 7.

6.3 Computer Descriptions

NDEL training and testing implementations are applied in a computer with the following
descriptions: LENOVO Laptop, Intel Core i7 processor, 2.20 GHz processor speed, 16 GB
computer memory, NVIDIA display card, GeForce GTX 1060 graphics processor and 6 GB
display memory.
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6.4 NDEL Training
First of all, 50% of the employed images have randomly been collected and used

in each of the training phases for right and left earprints (750 images for the right and 750
images for the left). Secondly, the NDEL network has been trained using the following
parameters: Stochastic Gradient Descent with Momentum (SGDM) optimizer, momentum
value of 0.9, fixed learning rate value of 0.0003, weight decay value of 0.0001, the mini-
batch size value of 128 and maximum epoch of 100. Figs. 4.7 and 4.8 show how the
training phases have succeeded for left and right earprint patterns, respectively. They
clarify the accuracies and loss errors of mini-batches along with iterations.

It can be noticed that the accuracy was successfully increased in Fig. 7(a) and the
error was reasonably decreased in Fig. 7(b) during the training process. Finally, the
accuracy reached its maximum level and the error attained its minimum level.

Accuracy (%)

Loss

Training (smoothed)

Loss

Training

- =@ - - Validation

0 50 100 150 200 250 300 350
Iteration

(b)

Figure 7: Training progress curves for left earprint patterns:(a) accuracy
curve and (b) loss error curve

Similarly, it can be observed that the accuracy was correctly increased in Fig. 8(a)
and the error was acceptably decreased in Fig. 8(b) during the training process. Finally,
the accuracy attained its highest level and the error reached its lowest level.
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Figure 8: Training progress curves for right earprint patterns:(a) accuracy
curve and (b) loss error curve

6.5 NDEL Validation
Validation samples have randomly been collected and utilized in the training

phases of right and left earprints too. They consider only 25% of the employed images for
each of left and right earprint patterns (375 images for the right and 375 images for the
left). Validation curves are shown in Figs. 4.9 and 4.10 within the train progresses.
Applying validation samples has the following advantages: making the training
evaluations more biased, indicating the end of a train and preventing the overfitted
performances.

6.6 Earprint Feature Extraction
The NDEL consists of two main parts, these parts are feature extraction and

classification. The feature extraction part involves the following layers: batch
normalization layer, convolution layer, ReLU layer, pooling layer and cross-
channel normalization layer. The classification part includes the following: fully
connected layer, softmax layer and classification layer. Efficient and automatic feature
extraction of earprint patterns can be obtained by the NDEL feature extraction layers.
Table 1 demonstrates various validation samples of earprint patterns that are collected
from the NDEL feature extraction layers.

In this table, it can be observed that an input earprint image is resulted in the
batch normalization layer with no shown differences, however, the values are influenced
by the normalization process. Then, the convolution layer can provide different appeared
feature maps of earprints based on the kernel values that are automatically produced by
the optimization algorithm. Subsequently, the ReL U layer discards all earprint features of
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negative values and appears black color instead. Consequently, the pooling layer reduces
the sizes of resulted earprint vectors from the previous layer. It preserves here the earprint
features that have maximum values.

After that, the cross-channel normalization layer does not represent significant
differences in appearances compared to the previous layer, however, it decreases the
sensitivity of earprint images to brightness by normalizing the obtained values. Finally, it
can be seen that earprint patterns are efficiently analyzed by the NDEL feature extraction
layers.

Table 1: Various validation samples of earprint patterns which are collected from
the NDEL feature extraction layers

Feature

Feature extraction . . Feature extraction in
¢ o v f Feature extraction | Feature extraction i
Earprint | Input validation in the batch " " " extraction in the cross-
s I in the convolution in the ReLU i

samples earprint images normalization : the pooling channel

layers layers 2
layers layers normalization

layers

Left D
earprint ‘.
sample
Right ¥
earprint
sample

6.7 NDEL Testing

For the testing phase, the remaining 25% of the employed images in each of right
and left earprints have been exploited (375 images for the right and 375 images for the
left). Earprint patterns of left and right ears are separately tested, each with its certain
NDEL model.

Tables 2 shows the benchmarked verification accuracies and EERs for each of left
and right earprint patterns.

Table 2: Benchmarked verification accuracies and EERs for each of left and right
earprint patterns

Evaluated NDEL Accuracy ERR
NDEL for left earprints 98.0% 2.0%
NDEL for right earprints 99.79% 0.21%

From this table, it can be noticed that the obtained verification accuracy by the
proposed NDEL model for left earprint images is 98.00%, where the attained ERR is
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2.00%. Furthermore, the achieved verification accuracy by the same NDEL model for
right earprint images is 99.79%, where the benchmarked ERR is 0.21%.

According to the results that are obtained from the testing process, it can be
declared that both earprint patterns have attained comparable performances. So that, the
left or right earprints may effectively be employed in any verification system.

6.8 Comparisons:

The NDEL has been compared with state-of-the-art architectures of DL networks.
Several network models for the employed database are simulated and evaluated. These are
the Deep Finger Texture Learning (DFTL) [11], X_axis Classification Model (XCM)
[40], Z_axis Classification Model (ZCM) [41], Dual Deep Fingerphoto Learning (DDFL)
[42], Y_axis Classification Model (YCM) [40] and Palm Convolutional Neural Network
(PCNN) [43]. Comparison accuracies and EERs with state-of-the-art architectures of DL
networks are given in Tables 3. From Table 3, it can be observed that the DFTL network
architecture attained the accuracies of 85.73% and 90.91% for left and right earprints,
respectively. The XCM, ZCM and YCM respectively achieved the results of 90.13%,
93.20% and 95.73% for left earprints. They also respectively obtained the results of
89.92%, 92.55% and 97.26% for right earprints. The DDFT reported performances of
95.20% and 97.14% for left and right earprints, respectively. The PCNN recorded the
accuracies of 96.93% and 98.13% for left and right earprints, respectively. It is clear that
the suggested NDEL has benchmarked the results of 98.00% and 99.79 % for left and

right earprints, respectively.

Table 3: Comparison accuracies with state-of-the-art architectures of DL

networks
References DL Networks Accuezifgi?:;)sr Jait gt rei?[?ii];otg el

OMAR ET AL. [11] DFTL 85.73% 90.91%
XCM 90.13% 89.92%

A'-'HAT’EZE]T AL ZcMm 93.20% 92.55%
YCM 95.73% 97.26%

AL-NIMA ET AL. [42] DDFT 95.20% 97.14%
ALBAK ET AL. [43] PCNN 96.93% 98.13%
PROPOSED APPROACH NDEL 98.00% 99.79 %
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To illustrate, the architectures of the DFTL, XCM, ZCM, YCM, DDFT and PCNN
networks are constructed by specific layers with determined parameters. They are capable
for verifying individuals according to their earprint patterns, however, their qualifications
are not very suitable for such task. On the other hand, the architecture of the proposed
NDEL network is more appropriate in analyzing earprint patterns and verifying the
related persons.

6.9 Communication Establishment:

For establishing a human communication by authenticating his/her earprint
pattern, the prototype presented in Chapter Three is implemented. MATLAB software
instructions are utilized for the NDEL model and communication establishment by the
first (main) Arduino. C++ software instructions are used for connecting the second
Arduino with the GSM\GPRS.

To start or discard a secure mobile phone call, the following steps can be
employed:

1. Capturing the earprint image by using the acquisition device.

2. Appling the segmentation algorithm.

3. Verifying the person by using the NDEL model.

4. If the person is successfully verified, he/she is authorized for establishing the
mobile phone call:

a. Sending a signal to the main Arduino (this Arduino can
be used as a switch to direct the communication into the suitable
GSM\GPRS) which order the second Arduino to establish a call via its
GSM\GPRS.

b. Starting the certain secure call with the specific mobile
phone number.

5. Otherwise, if the person is not verified, he/she is not authorized for
establishing the mobile phone call.

| Capturing the Earprint Image |

‘ Appling the Segmentation Algorithm | ((D))

‘ Verifying by the NDEL Model l— \

ot Verified

P n is Authorized
fe——|

| Person is not Authorized ‘<—

Figure 9: Block diagram for establishing a secure mobile phone call

The block diagram of these steps are shown in Fig. 9. Moreover, all the hardware
components that are utilized in this work are given in Fig.10. The demonstration of a
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mobile phone communication establishment by exploiting the earprint pattern is provided
in Fig.11.

(@) (b)

(b)

Figure 11: Demonstration of a mobile phone communication establishment
by exploiting the earprint pattern

Both hardware and software parts can work together. In general, a person is firstly
asked to wear the designed headset and select the appropriate options in the program,
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including his/her verification information. The earprint image is captured, segmented and
analyzed. A verification decision is provided. If the person is verified the program gives
the authentication to establish the secure mobile phone call. As illustrated in last figure,
the communication is successfully established.

The proposed methods can be counted with other confirmed techniques as in [44-
68].

7. Conclusions
The conclusions of this paper can be expressed according to the presented work

and obtained results as follows:

e Pre-processing operations on the acquired images were adopted to segment an
earprint region.

e A deep learning model for feature extraction and verifying people by using their
earprint patterns was proposed, which is called the NDEL. The architecture of the
NDEL was reasonable to earprints as they have simple and reliable patterns.
Earprint images from the EINTU database were applied to the suggested NDEL
for both left and right ears in the case of personal verification.

e The main results were impressive and surpassed. That is, the accuracies were
reported as 98.00% and 99.79% for left and right earprint patterns, respectively.
Also, the EERs were recorded as 2.00% and 0.21% for left and right earprint
patterns, respectively.

e It can be concluded that each of the left and right earprint patterns can be
effectively utilized in secure verification and authentication systems.

e Using appropriate hardware components including Arduinos, GPS/GPRS, and
mobile phones to establish secure communication connections based on
authenticated earprint patterns. As a result, communication calls were
successfully established.
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