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Abstract 

Diagnosis is very important task in the field of medical science. Without this process 

patient cannot cured from any disease. now Machine learning techniques can help in medical 

science, ML predict the diseases with past history. after providing the details of patients it 

automatically predicts the diseases. hence it is very useful for doctors as well as patients.in this 

paper we provide review of prediction system using ML for cerebral palsy disorder which will 

help for researcher for predicting proposed system. we providing the review of recent papers 

in brief information and also comparing papers using some attributes. 
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1. Introduction 

CP is the most common cause of motor disability in children and also affects a large adult 

population. The term cerebral palsy describes a group of movement disorders caused by an 

injury or disturbance in the early developing brain and specifically the areas involved with 

creating, coordinating and controlling movement and posture[1]. It is widely accepted that 

cerebral palsy does not result from a single cause but rather from a series of ‘causal pathways’ 

that can result in or accelerate injury to the developing brain. The cause of cerebral palsy in the 

majority of babies is still unknown. A recent systematic review of risk factors for cerebral palsy 

in children born at term in developing countries found 10 risk factors that were consistently 

reported as statistically significant predictors of cerebral palsy[2]. 

The 10 consistent risk factors identified include: 

• Placental abnormalities 

• Birth defects 
• Low birth weight 

• Meconium aspiration 

• Instrumental/emergency caesarean delivery 
• Birth asphyxia 
• Neonatal seizures 

• Respiratory distress syndrome 

• Hypo glycaemia 
• Neonatal infection. 
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Parent feel that this disorder is no cure, but if there will be proper diagnosis at earlier stage then 

children’s can improve its situation. The machine learning can predict the disorder quickly with 

accurate result. lot of researchers worked on the prediction of CP disorder. they worked on 

various algorithms of ML. In this paper we present the literature review of machine learning 

algorithm for prediction and diagnosis of CP. 

 
2. Overview of Machine Learning Techniques 

Machine learning (ML) is a domain of artificial intelligence that involves constructing 

algorithms that can learn from experience. The way that ML algorithms work is that they detect 

hidden patterns in the input dataset and build models. Then, they can make accurate predictions 

for new datasets that are entirely new for the algorithms. This way the machine became more 

intelligent through learning; so, it can identify patterns that are very hard or impossible for 

humans to detect by themselves. ML algorithms and techniques can operate with large datasets 

and make decisions and predictions[3].Machine learning techniques are of 3 types 

1]Supervised learning 

2]Unsupervised learning 

3]reinforcement learning 

In supervised learning, the target is to infer a function or mapping from training data that is 

labeled[4]. In unsupervised learning, we lack supervisors or training data. In other words, all 

what we have is unlabeled data. The idea is to find a hidden structure in this data. There can be 

a number of reasons for the data not having a label, the reinforcement learning method aims at 

using observations gathered from the interaction with the environment to take actions that 

would maximize the reward or minimize the risk4]. 

Supervised machine learning is used in prediction as compare to unsupervised and 

reinforcement learning. Classification is main type of supervised learning. It consist of 

following algorithms: 
 

2.1. Decision tree (DT): 

This algorithm has a tree-like structure or flowchart-like structure. It consists of branches, 

leaves, nodes and a root node. The internal nodes contain the attributes while the branches 

represent the result of each test on each node. DT is widely used for classification purposes 

because it does not need much knowledge in the field or setting the parameters for it to work[3]. 
 

2.2. Support vector machine (SVM) 

SVM is a concept in statistics and computer science for a set of related supervised learning 

methods that analyze data and recognize patterns, used for classification and regression 

analysis. The standard SVM takes a set of input data and predicts, for each given input, which 

of two possible classes forms the input, making the SVM a non-probabilistic binary linear 

classifier[5]. 
 

2.3. Artificial neural network 

A neural network is a model that is designed by the way human nervous systems such as brain, 

that process the information. Neural networks, with their remarkable ability to derive meaning 
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from complicated or imprecise data, can be used to extract patterns and detect trends that are 

too complex to be noticed by either humans or other computer techniques. Many neural network 

models, even biological neural networks assume many simplifications over actual biological 

neural networks [5]. 
 

2.4. K-nearest neighbor (KNN) 

In KNN classification, the output is a class membership. An object is classified by a plurality 

vote of its neighbours, with the object being assigned to the class most common among its k 

nearest neighbours (k is a positive integer, typically small). If k=1, then the object is simply 

assigned to the class of that single nearest neighbour[6] 
 

2.5. Logistic regression 

It is estimating the parameters of a logistic model; it is a form of binomial regression. 

Mathematically, a binary logistic model has a dependent variable with two possible values, 

such as pass/fail, win/lose, alive/dead or healthy/sick; these are represented by an indicator 

variable, where the two values are labeled "0" and "1".[6] 
 

2.6. Random forest 

Random forests or random decision forests are an ensemble learning method for classification, 

regression and other tasks that operates by constructing a multitude of decision trees at training 

time and outputting the class that is the mode of the classes (classification) or mean prediction 

(regression) of the individual trees. Random decision forests correct for decision trees habit of 

overfitting to their training set[6]. 
 

3. Review of Different Prediction System for Cerebral Palsy Disorder Using 

Machine Learning 

In this paper we provide the literature review of prediction algorithm for cerebral palsy 

disorder. we collected these papers according to ML algorithms which is used in prediction the 

model. 

3.1 Decision tree 

Stoen et al.[7]used the decision tree algorithm for early CP prediction based on infant’s 

video recording.they collected the data from Norwegian university hospital,405 infants 

recording used for prediction with at least age 18-24 months. accuracy of the predicted model 

is 95.3%. limitations of this study is it focused only CP outcomes of participants. not included 

perspective of parents of high-risk children. dataset included only infants. 

Trost et al.[8] developed and tested decision tree model to classify physical activity intensity 

from accelerometer output and gross motor function classification system in ambulatory youth 

with CP and compare classification accuracy of new decision tree models to that previously 

published cut points for youth with CP. 57 ambulatory youth information taken as a dataset. 

Models were trained and cross validated using R. Accuracy of predicted model is 84%. Small 

amount of dataset and dataset includes only youth is the limitation of the study. 

Borgne et al.[9]developed data mining tool for prediction of CP using decision tree. Data 

is collected from two hospitals in Brussel and gilletteinsti in Minnesota. Gait data are recorded 

from motion analysis system (e.g., Vicon and BTS). R and python apache server tools used for 



International Journal of Future Generation Communication and Networking 

Vol.14, No. 1, (2021), pp. 2595–2601 

 

2598 
ISSN: 2233-7857IJFGCN 

Copyright ⓒ2021 SERSC 

data processing and data testing. Accuracy of the model is 90%. predicted model considered 

only gait index. 
 

3.2 Logistic regression 

Bertoncelli et al.[10]used logistic regression algorithm for prediction of model.130 

children’s data collected and their age in between 12-18 years. Data is between June 2005-June 

2015.for data processing and analyzing using R software is used. accuracy of the model is 90%. 

author predict the model for small amount of data. 

Hermanson et al.[11] developed the predicted model using logistic regression .data 

collected from Sweden .145 children between 3-5 years age taken for dataset.87% is the 

accuracy of predicted model. They studied only GMFCS III to V level included hip 

displacement. 

Anish et al.[12] studied student enrolment in education and its determinants with CP using 

binary logistic regression analysis. They collected data from medical college thiruvantapuram, 

Kerala between 3-12 years age children. chi- square test is used for analysis of data. Seizure 

disorder might have contributed to the failure to the schooling which is not included in analysis. 

Predicted model accuracy is 95%. 
 

3.3 Hybrid algorithms 

Bahado-singh et al.[13] used 5 algorithms SVM,LDA,PAM,GLM and logistic 

regression for prediction of CP in newborns.23 leucocyte DNA of newborn used for testing. all 

data collected from Michigan department of health and human services .For developing the 

model R software is used. SVM gave the 95% accuracy. They used ML technique to predict 

CP in newborns but there is no longer validation exist. 

Ahmadi et al.[14]created prediction regression model using RF,SVM and BDT.22 

children of 6-20 years of age is considered for dataset.89% accuracy of this hybrid approach. 

there are some limitations that it is not evaluated in free living environment. less number of 

data and there are limited set of features like brisk walking, comfortable walking etc. 

Ihlen et al.[15] used partial least square regression algorithm for prediction of CP in 

infants.377 infants of 9-15 weeks of age tested for prediction. model is called CIMA (computer- 

based infants movement assessment). 
 

4. Comparison of Different Algorithm for Cerebral Palsy Disorder 

Prediction 

Here we compare the review papers in tabular form. we consider 7 attributes as follows. 

we compare the accuracy as well as its limitations. 

1.Year: It shows the year of publication of research paper or thesis or book 

2.Author: It shows name of author and refence number 

3. Techniques: It shows which technique is used like classification techniques, its type .it can 

be single algorithm or hybrid algorithms 

4. Dataset: It is required as input for any algorithm. 
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5. Tools:it shows software or programming language for processing the dataset and training, 

testing the dataset. predict the model using these tools. 

6. Accuracy: It shows that how much predicted model is accurate and its result in the form of 

accuracy 

7. Limitations: It represent the limitation of the study. 
 

Table 1. Comparison of different algorithm for cerebral palsy disorder 

prediction 
 

 
Year 

Author Technique/ 

algorithms 

Dataset Tool Accuracy Limitations 

2020 Bertoncelli et 
al.[10] 

Logistic 
regression 

130 

children , 

12-18 age 

R 90% Study on very 
small of data. 

2019 Bahado-singh 

et al.[13] 

SVM, LDA, 

PAM, GLM, 
LR 

23 cases 

of CP 

R 95% The study is only 

for newborn 

2019 Stoen et al.[7] Decision tree 405 
infants, 
18-24 
month age 

SPSS 95.3% It focuses on CP 

outcome of 

participant 

2019 Ihlen et al.[15] Partial least 

square 

Regression, 
LDA 

377 
infants,9- 

15 weeks 

Not 

mention 

ed 

87% Study for infants 

only. 

2018 Ahmadi et 

al.[14] 

RF, SVM, 

BDT 

22 

children,6 
-20 years 

age 

F test 89% Limited no of 

features 

included like 

brisk walking, 
very less dataset 

2016 Trost et al.[8] Decision tree 57 
ambulator 

y youth 

R 84% Dataset included 

only youth, very 

less amount of 
data. 

2015 Hermanson et 

al.[11] 

Logistic 

regression 

145 

children’s 

,3-5 years 
age 

Not 

mention 

ed 

87% Study for 

GMFCS III to V 

level. feature of 

hip displacement 

is considered for 
study. 

2013 Borgne et 
al.[9] 

Decision tree Two 

hospital 

data in 

Minnesot 
a 

R, 
Python, 

apache 

server 

90% It works only on 
gait index. 

2013 Anish et 

al.[12] 

Logistic 

regression 

Medical 

college, 
kerala,3- 

Chi 

square 
test 

95% Seizure 

disorders 
management 
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   12 years 
age 

  contributed to 

failure which is 

not included in 

analysis. 

 

5. Conclusion 

This paper overviews the literature of cerebral palsy disorder prediction using machine learning 

techniques. Most of the researchers used decision tree and logistic regression machine learning 

algorithms. Hybrid approach is also used for prediction. Tool used for processing the algorithm 

is R software. from above study we conclude that stoen et al. developed the predicted model 

have high accuracy than other models. i.e. decision tree algorithms gave the highest accuracy. 

Hybrid approach is very useful in prediction the diseases. SVM and logistic regression 

algorithms also gave the best accuracy. In above studies we find that dataset is not available on 

UCI repository or any data websites. All authors collected their data from hospitals or 

rehabilitation centers.so preparing the quality dataset is very important task for getting best 

accuracy of algorithm. 
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