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Abstract 

Clustering is the most utilized method in data mining. Clustering expand the intra-cluster likeness and 

limit the inter clusters closeness. DBSCAN is the fundamental density based clustering algorithm. 

Cluster is characterized as areas of high density are isolated from locales that are less thick. 

DBSCAN algorithm can find clusters of arbitrary shapes and size in enormous spatial databases. 

Close to its ubiquity, DBSCAN has disadvantages that its most exceedingly awful time intricacy 

compasses to O (n2). Additionally, it can't manage differed densities. It is difficult to know the 

underlying estimation of information boundaries. In this investigation, we have examined and talked 

about some huge upgrade of DBSCAN algorithm to handle with these issues. We examined all the 

improvements to computational time and yield to the first DBSCAN. Lion's share of varieties 

embraced crossover procedures and use apportioning to conquer the constraints of DBSCAN 

algorithm. Some of which performs better and some have their own helpfulness and attributes. 
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INTRODUCTION 

Clustering is a mainstream data examination strategy. Clustering algorithms can be broadly applied in 

numerous fields including: design acknowledgment, AI, picture preparing, and data recovery, etc. It 

additionally assumes a significant part in data mining. All the current clustering algorithms have their 

own qualities, yet in addition remain imperfect. As a sort of other clustering, density based algorithm 

is straightforward and high proficiency algorithm. Clustering is the way toward gathering the data into 

classes or clusters, so that objects inside a cluster have high likeness in contrast with each other yet 

are unlike items in different clusters. Dissimilarities are evaluated based on the property estimations 

depicting the articles. Regularly, distance measures are utilized. The field of clustering has gone 

through significant upset in the course of the most recent couple of many years; it has its underlying 

foundations in numerous regions, including data mining, measurements, science, and AI. Clustering is 

portrayed by progresses in guess and randomized algorithms, novel plans of the clustering issue, 

algorithms for clustering hugely huge data sets, algorithms for clustering data streams, and 

measurement decrease methods. 

We study the prerequisites of clustering strategies for a lot of data and disclose how to register 

dissimilarities between objects spoke to by different quality or variable sorts. A few examinations 

inspect a great deal of clustering procedures, coordinated into the accompanying classes: parcelling 

strategies, progressive techniques, density-based strategies, matrix based techniques, model-based 

strategies, techniques for high-dimensional data, (for example, successive example based techniques), 
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and limitation based clustering. Data mining has pulled in a lot of consideration in the data business 

and in the public arena overall lately, because of the wide accessibility of colossal measures of data 

and the up and coming requirement for transforming such data into valuable data and information 

which can be utilized for applications going from market examination, misrepresentation 

identification, and client maintenance, to creation control and science investigation. Data mining can 

be seen because of the regular development of data innovation in a ton of functionalities, for example, 

data assortment and database creation, data and progressed data examination (including data 

warehousing and data mining). Data clustering, additionally called cluster investigation, division 

examination, scientific categorization examination, or unaided order, is a strategy for making 

gatherings of items, or clusters, so that objects in a single cluster are fundamentally the same as and 

objects in various clusters are very particular. Data clustering is frequently mistaken for arrangement, 

in which items are relegated to predefined classes. There are numerous algorithms utilized for 

clustering with the end goal that: various levelled clustering strategies, fluffy clustering algorithms, 

focus based clustering algorithms, search-based clustering algorithms, chart based clustering 

algorithm, framework based clustering algorithms, density-based clustering algorithms, model-based 

clustering algorithms, subspace clustering. There are numerous algorithms that manage the issue of 

clustering huge number of items. The various algorithms can be arranged with respect to various 

viewpoints. These techniques can be classified into parcelling strategies [4, 5, 6], various levelled 

strategies [4, 7, 8], density based strategies [9, 10, 11], matrix based strategies [12, 13, 14], and model 

based strategies [15, 16]. Here in this exploration, we concentrate around the subject of DBSCAN 

algorithm, (Density-Based Spatial Clustering of Applications with Noise), and upgrade it by any 

means, reality unpredictability, uphold multi-density lattice based clustering in powerful and 

productive manner. 

 

Figure 1.1 Cluster Analysis 

Density-based clustering algorithms, which are intended to find clusters of arbitrary shape in 

databases with commotion, a cluster is characterized as a high-density area apportioned by low-

density districts in data space. Density Based Spatial Clustering of Applications with Noise 

(DBSCAN) is a normal density-based clustering algorithm. DBSCAN can find clusters of arbitrary 

shape. In any case, it is touchy to the info boundaries, particularly when the density of data is non-

uniform. 
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The DBSCAN clustering algorithms usually can be classified into the following different categories:  

(a) Partitioning based DBSCAN clustering: 

Partition based DBSCAN clustering technique by and large outcome in a bunch of M clusters, each 

item having a place with one cluster. Each cluster might be spoken to by a centroid or a cluster 

delegate; this is a type of synopsis portrayal of the multitude of items contained in a cluster. The exact 

type of this depiction will rely upon the sort of the item which is being clustered. On the off chance 

that where genuine esteemed data is accessible, the math mean of the trait vectors for all items inside 

a cluster gives a suitable agent; elective kinds of centroid might be needed in different cases, a cluster 

of archives can be spoken to by a rundown of those watchwords that happen in some base number of 

reports inside a cluster. On the off chance that the quantity of the clusters is huge, the centroids can be 

additionally clustered to produces pecking order inside a dataset. 

(b) grid-based DBSCAN clustering: 

Grid-based DBSCAN clustering strategies quantizes the data set in to a no of cells and afterward work 

with objects having a place with these phones. They don't migrate focuses yet ratter constructs a few 

hierarchical degrees of gatherings of items. The converging of grids and subsequently clusters, doesn't 

rely upon a distance measure .It is controlled by a predefined boundary. 

(c) Hierarchical DBSCAN clustering;  

Hierarchical DBSCAN clustering is a strategy for cluster investigation which tries to construct a 

progressive system of clusters. . The rudiments of hierarchical clustering incorporate Lance-Williams 

recipe, utilizing thought of reasonable clustering. The hierarchical algorithms fabricate clusters 

continuously (as precious stones are developed) Strategies for hierarchical clustering by and large fall 

into two kinds: In hierarchical clustering the data are not partitioned into a specific cluster in a solitary 

advance. All things being equal, a progression of partitions happens, which may run from a solitary 

cluster containing all items to n clusters each, containing a solitary article. Hierarchical Clustering is 

partitioned into agglomerative techniques, which continue by arrangement of combinations of the n 

objects into gatherings, and disruptive strategies, which separate n protests progressively into better 

groupings. Agglomerative procedures are all the more regularly utilized. Hierarchical clustering might 

be spoken to by a two dimensional graph known as dendrogram which outlines the combinations or 

divisions made at each progressive phase of investigation. 

(d) Detection Based DBSCAN clustering 

Detection Based DBSCAN clustering Technique rearranged detection issue can be tackled effectively 

as an upper bound on a defamed probability work. This is an effective algorithm for recuperating the 

greatest probability number of sides and direction just at the areas of the most probable polygons. The 

primary phase of the detection is acted like a discrete Hough-based algorithm. The subsequent stage 

takes estimation to the full probability capacity to recuperate direction and number of sides. 

(e) Incremental DBSCAN clustering 

Incremental DBSCN clustering algorithm is utilized to deal with dynamic databases. It cans change 

the sweep edge esteem progressively. The algorithm limits the quantity of the last clusters and peruses 

the first dataset just a single time. Simultaneously the recurrence data of the characteristic qualities is 

presented by this algorithm. It tends to be utilized for the clear cut data. The algorithm cannot just 
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defeat the effect of the insufficient of the memory when clustering the enormous scope data set, yet in 

addition precisely mirror the qualities of the data set. 

(f) spatial–temporal DBSCAN clustering. 

Spatial Temporal DBSCAN clustering is new clustering algorithm intended for putting away and 

clustering a wide scope of spatial–temporal data. Ecological data, from an assortment of sources, were 

incorporated as coverage's, grids, shape documents, and tables. Exceptional capacities were produced 

for data reconciliation, data transformation, representation, investigation and the executives. Easy to 

understand interfaces were additionally evolved permitting moderately unpractised clients to work the 

framework. Spatial–temporal data is ordered and recovered by spatial and time measurements. A time 

span appended to the spatial data communicates when it was legitimate or put away in the database. A 

temporal database may uphold legitimate time, exchange time or both. Legitimate time signifies the 

time span during which a reality is valid regarding this present reality. Exchange time is the time-

frame during which a reality is put away in the database. This investigation centres around substantial 

time part of temporal data. 

GRID DBSCAN ALGORITHM 

DBSCAN (Density Based Spatial Clustering of Applications with Noise) algorithm is based on focus 

based methodology. In the middle based methodology, density is assessed for a specific point in the 

dataset by checking the quantity of focuses inside a predetermined span of that point. This 

incorporates the point itself. The middle based way to deal with density permits us to characterize a 

point as a center point, a fringe point, a commotion or foundation point. A point is center point if the 

quantity of focuses inside Eps, a client indicated boundary, surpasses a specific limit, MinPts, which 

is additionally a client determined boundary. 

The DBSCAN algorithm is given as follows:  

• Step 1: Label all points as core, border, or noise points.  

• Step 2: Eliminate noise points.  

• Step 3: Put an edge between all core points that are within Eps of each other.  

• Step 4: Make each group of connected core points into a separate cluster.  

• Step 5: Assign each border point to one of the clusters with its associated core points. 

Any two center focuses that are close enough inside a distance Eps of each other are placed in a 

similar cluster. It is additionally relevant for any outskirt point which is adequately close to a center 

point is placed in a similar cluster as the center point. Commotion focuses are arranged. The 

fundamental methodology of how to decide the boundaries Eps and MinPts is to take a gander at the 

conduct of the separation from a highlight its kth closest neighbor, which is called k-dist. The k-dists 

are processed for all the data focuses for some k. DBSCAN requires two boundaries: (eps) and the 

base number of focuses needed to shape a cluster (minPts). It begins with an arbitrary beginning stage 

that has not been visited. This current point's - neighborhood is recovered, and in the event that it 

contains adequately numerous focuses, a cluster is begun. Something else, the fact of the matter is 

named as clamor. Note that this point may later be found in an adequately sized - climate of an 

alternate point and consequently be made piece of a cluster. On the off chance that a point is 

discovered to be a thick piece of a cluster, its - neighborhood is likewise important for that cluster. 
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Henceforth, all focuses that are found inside the - neighborhood are added, just like their own - 

neighborhood when they are additionally thick. This cycle proceeds until the density-associated 

cluster is totally found. At that point, another unvisited point is recovered and prepared, prompting the 

disclosure of a further cluster or clamor. 

LITERATURE REVIEW 

Tianfu Wang et al (2019), Spatial clustering examination is a significant spatial data mining 

procedure. It isolates objects into clusters as per their likenesses in both area and traits perspectives. It 

assumes a basic function in density circulation recognizable proof, problem area detection, and pattern 

revelation. Spatial clustering algorithms in the Euclidean space are generally experienced, while those 

in the organization space are less well-informed. This examination intended to introduce a notable 

clustering algorithm, named density-based spatial clustering of utilizations with commotion 

(DBSCAN), to organize space and proposed another clustering algorithm named network space 

DBSCAN (NS-DBSCAN). Fundamentally, the NS-DBSCAN algorithm utilized a methodology like 

the DBSCAN algorithm. Moreover, it gave another procedure to imagining the density conveyance 

and demonstrating the inborn clustering structure. Tried by the focal points (POI) in Hanyang area, 

Wuhan, China, the NS-DBSCAN algorithm had the option to precisely identify the high-density 

districts. The NS-DBSCAN algorithm was contrasted and the old style hierarchical clustering 

algorithm and the as of late proposed density-based clustering algorithm with network-limitation 

Delaunay triangulation (NC_DT) regarding their adequacy. The hierarchical clustering algorithm was 

viable just when the cluster number was very much determined; else it may isolate a characteristic 

cluster into a few sections. The NC_DT strategy unnecessarily assembled most articles into an 

enormous cluster. Quantitative assessment utilizing four markers, including the outline, the R-squared 

record, the Davis–Bouldin file, and the clustering plan quality file, demonstrated that the NS-

DBSCAN algorithm was better than the hierarchical clustering and NC_DT algorithms. 

Nidhi Suthar et al (2013),Data mining alludes to the way toward recovering data by finding novel 

and relative examples from enormous database. Clustering is a particular stage in data mining that 

work to give a setup, demonstrated structure from an assortment of databases. A decent clustering 

approach should be proficient and distinguish clusters of arbitrary shapes. Density Based Clustering is 

a notable density based clustering algorithm which having favourable circumstances for discovering 

the clusters of various shapes and size from a lot of data, which containing commotion and anomalies. 

In this paper I have examined incorporated Density Based Spatial Clustering of Applications with 

Noise (DBSCAN) clustering algorithm that is multiphase clustering algorithms which improves 

adaptability and effectiveness of clusters. Distinctive DBSCAN algorithms perform diverse 

undertaking to make cluster more powerful and compelling. A few DBSCAN clustering strategies and 

their comparing algorithms are portrayed beneath which assists with encouraging examination. 

Said Akbar et al (2014),Clustering is the most utilized procedure in data mining. Clustering amplify 

the intra-cluster comparability and limit the inter clusters likeness. DBSCAN is the fundamental 

density based clustering algorithm. Cluster is characterized as areas of high density are isolated from 

districts that are less thick. DBSCAN algorithm can find clusters of arbitrary shapes and size in huge 

spatial databases. Next to its prominence, DBSCAN has downsides that its most noticeably terrible 

time multifaceted nature scopes to O (n2). Also, it can't manage changed densities. It is difficult to 

know the underlying estimation of information boundaries. In this investigation, we have examined 

and talked about some critical improvement of DBSCAN algorithm to handle with these issues. We 

examined all the upgrades to computational time and yield to the first DBSCAN. Lion's share of 

varieties received half and half procedures and use partitioning to defeat the impediments of 
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DBSCAN algorithm. Some of which performs better and some have their own convenience and 

qualities. 

K. Mumtaz et al (2018), Mining information from a lot of spatial data is known as spatial data 

mining. It turns into a profoundly requesting field in light of the fact that colossal measures of spatial 

data have been gathered in different applications going from geo-spatial data to bio-clinical 

information. The measure of spatial data being gathered is expanding dramatically. Along these lines, 

it far surpassed human's capacity to examine. As of late, clustering has been perceived as an essential 

data mining technique for information revelation in spatial database. The improvement of clustering 

algorithms has gotten a great deal of consideration over the most recent couple of years and new 

clustering algorithms are proposed. DBSCAN is a pioneer density based clustering algorithm. It can 

discover the clusters of various shapes and sizes from the enormous measure of data containing 

commotion and anomalies. This paper shows the aftereffects of breaking down the properties of 

density based clustering attributes of three clustering algorithms to be specific DBSCAN, k-means 

and SOM utilizing manufactured two dimensional spatial data sets. 

Anant Ram et al (2010),DBSCAN is a base algorithm for density based clustering. It can identify the 

clusters of various shapes and sizes from the huge measure of data which contains clamor and 

exceptions. In any case, it is neglected to deal with the neighborhood density variety that exists inside 

the cluster. In this paper, we propose a density shifted DBSCAN algorithm which is able to deal with 

neighborhood density variety inside the cluster. It computes the developing cluster density mean and 

afterward the cluster density change for any center article, which should be exhausted further, by 

thinking about density of its - neighborhood regarding cluster density mean. On the off chance that 

cluster density fluctuation for a center article is not exactly or equivalent to edge esteem and 

furthermore fulfilling the cluster likeness list, at that point it will permit the center item for 

development. The test results show that the proposed clustering algorithm gives improved outcomes. 

Sanjay Chakraborty et al (2011),This paper portrays the incremental practices of Density based 

clustering. It exceptionally centers around the Density Based Spatial Clustering of Applications with 

Noise (DBSCAN) algorithm and its incremental methodology. DBSCAN depends on a density based 

idea of clusters .It finds clusters of arbitrary shapes in spatial databases with clamor. In incremental 

methodology, the DBSCAN algorithm is applied to a powerful database where the data might be 

much of the time refreshed. After inclusions or cancellations to the dynamic database, the clustering 

found by DBSCAN must be refreshed. Also, we measure the new cluster by straightforwardly process 

the new data going into the current clusters as opposed to rerunning the algorithm. It at long last finds 

new refreshed clusters and anomalies also. In this manner it portrays at what percent of delta change 

in the first database the genuine and incremental DBSCAN algorithms carry on like same. DBSCAN 

is broadly utilized in those circumstances where enormous multidimensional databases are kept up, 

for example, Data Warehouse. 

Ketan Sarvakar et al (2013),Cluster investigation is an essential strategy for database mining. It is 

either utilized as an independent instrument to get knowledge into the circulation of a dataset, for 

example to concentrate further investigation and data handling, or as a pre-preparing venture for 

different algorithms working on the distinguished clusters. Clustering relies fundamentally upon 

density and distance (likeness), yet these ideas become progressively harder to characterize as 

dimensionality increments. Clustering has its underlying foundations in numerous regions, including 

data mining, insights, science, and AI. The paper starts by giving presentation about the density based 

strategies. At that point there will be examination of two density based clustering techniques with 

their outcomes. Lastly we have end. 

https://www.researchgate.net/profile/Anant_Ram
https://www.researchgate.net/profile/Sanjay_Chakraborty
https://www.researchgate.net/profile/Ketan_Sarvakar
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WangPeng et al (2012),another algorithm GRPDBSCAN (Grid-based DBSCAN Algorithm with 

Referential Parameters) is proposed in this paper. GRPDBSCAN, which joined the grid partition 

strategy and multi-density based clustering algorithm, has improved its productivity. Then again, on 

the grounds that the Eps and Minpts boundaries of the DBSCAN algorithm were auto-produced, so 

they were more goal. Exploratory outcomes indicated that the new algorithm not exclusively can more 

readily separate among clamors and revelation clusters of arbitrary shapes yet additionally have more 

hearty. 

G. Tejaswini et al (2017),There is a wide assortment of clustering procedures open in our current day 

which are used exclusively with the ultimate objective of spatial data mining. Some of them fuse K-

implies, Clarans, DBscan and some more. Moreover, there is disseminated dynamic clustering 

algorithm which performs clustering at nearby destinations and by using the neighborhood clusters 

procured at these locales it performs total. Neighborhood clusters are acquired at each nearby site and 

these are moved to worldwide site for conglomeration. The accumulation stage consolidates 

converging of nearby clusters gained from neighborhood locales and going along with them to shape 

worldwide clusters. The conglomeration stage is astoundingly confusing utilizing the current 

algorithms. The total stage is done after equal stage in which a form algorithm is raced to find the 

limits of the neighborhood clusters acquired. The nearby clusters are heaped to outline worldwide 

clusters. In any case, the total stage is astoundingly unpredictable. In this paper the algorithm is 

modified to unravel the total and besides contrasted and conventional clustering algorithms. 

Malika Bendechache et al (2015),Circulated data mining methods and basically appropriated 

clustering are broadly utilized in the most recent decade since they manage huge and heterogeneous 

datasets which can't be assembled midway. Current disseminated clustering approaches are ordinarily 

creating worldwide models by collecting neighborhood results that are acquired on each site. While 

this methodology mines the datasets on their areas the collection stage is mind boggling, which may 

create erroneous and questionable worldwide clusters and along these lines off base information. In 

this paper we propose another clustering approach for exceptionally enormous spatial datasets that are 

heterogeneous and appropriated. The methodology is based on K-implies Algorithm yet it produces 

the quantity of worldwide clusters powerfully. Besides, this methodology utilizes an expounded 

accumulation stage. The accumulation stage is planned so that the general cycle is proficient as 

expected and memory portion. Fundamental outcomes show that the proposed approach creates 

excellent outcomes and scales up well. We likewise contrasted it with two well-known clustering 

algorithms and show that this methodology is substantially more productive. 

COMPARATIVE STUDY OF LITERATURE REVIEW 

TITLE ALGORITHM OBJECTIVE CONCLUSION 

NS-DBSCAN: A 

Density-Based 

Clustering 

Algorithm 

in Network 

Space (2019) 

NS-DBSCAN 

Algorithm 

This study aimed to present 

a well-known clustering 

algorithm, named density-

based 

spatial clustering of 

applications with noise 

(DBSCAN), to network 

space and proposed a new 

clustering algorithm named 

network space DBSCAN 

The proposed visual 

parameterization was less time-

consuming than those extending 

DBSCAN with 

statistical indicators 

https://www.sciencedirect.com/science/article/pii/S1875389212002179#!
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(NS-DBSCAN). 

New Density-

Based Clustering 

Technique: 

GMDBSCAN-

UR (2012) 

GMDBSCAN-

UR 

We propose a grid-based 

cluster 

technique to reduce the 

time complexity. Grid-

based technique divides the 

data space into cells. A 

number of well scattered 

points in each cell in the 

grid are chosen 

The 

GMDBSCAN-UR algorithm 

that we presented is specific to 

clustering more complex and 

with large number of points 

data 

sets. The proposed clustering 

algorithms have a great saving 

in 

running time and giving 

amazing results. 

A Review of 

Density-Based 

clustering in 

Spatial Data 

(2012) 

Density-Grid 

Clustering 

Algorithms 

The spatial mining deals 

with the 

location or geo-referenced 

data. Spatial mining are 

based on the density based 

clustering 

In this paper, we represent the 

density based 

clustering. That is uses to 

reduced core points, 

outliers and noise.  

Improved 

Density Based 

Spatial 

Clustering of 

Applications of 

Noise Clustering 

Algorithm for 

Knowledge 

Discovery in 

Spatial Data 

(2016) 

IDBSCAN 

This paper presents study 

of various clustering 

methods and algorithms 

and an improved algorithm 

of DBSCAN as IDBSCAN  

This paper gives an opportunity 

to apply clustering 

algorithm over new types of 

data and new application 

areas such as moving objects 

and trajectories, spatially 

embedded social networks, and 

geocoded multimedia and web 

based data 

 

Improved Density 

Based Spatial 

Clustering of 

Applications of Noise 

Clustering Algorithm 

for 

Knowledge Discovery 

in Spatial Data (2016) 

IDBSCAN 

This paper 

presentsstudy of 

various clustering 

methods and 

algorithms 

and an improved 

algorithm of 

DBSCAN as 

IDBSCAN  

This paper gives an opportunity to apply 

clustering 

algorithm over new types of data and 

new applicationareas such as moving 

objects and trajectories, spatially 

embedded social networks, and 

geocoded multimedia and web based 

data 

CONCLUSION 

In this paper, we present another multi-density clustering algorithm based on grid and utilizations 

delegate focuses that take the overall state of the data in the dataset. We play out an exploratory 

assessment to the exhibition of GRID DBSCAN-UR utilizing genuine data .The consequences of our 
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examinations show that GRID DBSCAN-UR is successful and productive. In this investigation, 

notwithstanding taking care of data sets which are high dimensional, we likewise utilize delegate 

directs method toward work with decreased number of focuses in the dataset which bring about a high 

saving as expected. We examined utilizing agent focuses not all data set focuses for improving the 

presentation of our algorithm. We built up a novel compelling clustering algorithm which improved 

the presentation of the DBSCAN algorithm. The proposed clustering algorithm utilizes SP-tree, and 

partitions its work into three primary advances which are principle clustering in the wake of getting 

the delegate focuses, remerging clusters to get a more accurate outcome and last marking the rest of 

focuses which are not entered in the clustering cycle to the genuine clusters that they have a place 

with. The GRID DBSCAN algorithm that we introduced is explicit to clustering more mind boggling 

and with enormous number of point's data sets. The proposed clustering algorithms have an incredible 

saving in running time and giving astounding outcomes. Trial results are appeared in this postulation 

to exhibit the adequacy of the proposed algorithm. We showed the time multifaceted nature and the 

presentation of characterizing complex data sets. We demonstrated that the proposed algorithms can 

group complex data sets more accurately than other past algorithms 
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