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Abstract 

Rapid urbanization and industrialization leads to major environment problem of air pollution. 

Air Quality (AQ) essentially must be constantly supervised, assessed and forecasted to assure 
healthier conditions to live for human, animals and vegetation life.  U. S. Environment 

Protection Agency (EPA) defines Air Quality Index (AQI) which requires accurate and precise 

sensor readings. High level of Particulate Matter 2.5 (PM2.5) has been considered to be very 
hazardous among all pollutants present in the air, making its level to be continuously monitored, 

predicated and controlled. The AQ becomes major problem in Mumbai City, India and State 

Government-Municipal Corporation is taking efforts for policy reforms. In this paper various 
machine learning approaches has been analyzed as it provides better results for classification 

and predication for AQ. The aim of this paper is to compare different machine learning and deep 

learning models like Autoregression (AR), Deep Neural Network (DNN), Recurrent Neural 
Network, Long Short Term Memory (LSTM) and Bidirectional LSTM for prediction of pm2.5 

pollutant with time lag of 1, 4, 8, 12 and 24 hours. The RMSE and R2 value are taken as 

performance metrics for evaluation of models. The simulation results show that bidirectional 
LSTM outperformed over RNN and LSTM with RMSE 19.54 and R2 value of 0.66. 

 

Keywords: Air quality prediction, Machine learning, deep learning, AR, DNN, RNN, LSTM  
 

 

1. Introduction 

Air pollution is caused by mixing of solid particles and harmful gases in the air. All 

living beings can sustain due to a mixture of gases which collectively form the atmosphere. 

If there is increase or decrease in the percentage of these gases it becomes harmful to their 
survival. The major causes of air pollution are the burning of fossil fuels like coal, 

petroleum, emissions by vehicles, exhaust of factories, agricultural activities: use of 

insecticides, pesticides, and fertilizers, mining operations, indoor air pollution.  For 
sustainable environment, use of green energy sources like solar, wind, plants, algae and 

geothermal heat must be encouraged among the society.   

Air pollution has many health effects. It affects the elderly and young children more. 

The health effects include respiratory and heart problems like lung cancer, pneumonia and 

asthma. Other disastrous effects are global warming, weakening of the ozone layer, acid 
rain, and eutrophication. Hence, air pollution is the biggest threat for us today.  

The Survey of air pollution by The Institute for Health Metrics and Evaluation (IHME) 

indicates clearly that major concern of deaths from low-income countries are more ;estimated 5 
million deaths or 9% globally in 2017 as indicated in Figure-1 [1]. US EPA has set AQI for 

deciding air quality in a region. Figure-2 shows levels of health concern for each corresponding 

AQI ranges [2]. AQI reflects pollutant permissible levels exaggerated by time, geographical 
location and unobtrusive variables. It is critical to develop valid models for AQ prediction by 

considering all these effects. It is very essential to develop a model which gathers information of 

all pollutants and metrological parameters and predicts AQ based on past values which will be 
useful in planning and preparing necessary actions if AQ crossed the defined levels.  
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Figure 1. Number of Deaths by Risk Factor [1] 

 

 
Figure 2. AQI Values and Level of Heath Concern [2] 

AQ prediction utilizing traditional approaches viz. statistical method demand complex 

mathematical calculations, huge number of resources used for computing, model structure 
dependent accuracy irrespective of training data, [3]-[14]. 

With the technology advancements viz. Artificial Intelligence, Machine Learning, better 

results for classification and predication of AQ can be excelled. Lot of research has been done in 
this domain. Previously the statistical and state of the art methods were used for analyzing and 

forecasting different pollutants like PM 2.5 and PM10. The advanced techniques like machine 

learning and deep learning models are becoming popular due to their advantages and 
effectiveness in forecasting and controlling the air pollution [12].  

Every City has been discriminated by climate conditions, vehicles, population (square 

kilometers), industrial area, living habits etc. In this paper research work has been focused on 
Colaba in Mumbai city, Maharashtra State, India.   

The objectives of our research work are as follows:  

 Choosing the best statistical model for air-pollution prediction 
 Assessment of Empirical Analysis on dataset of Mumbai city and compared with baseline 

methods.  

 Resolving most dominating parameters in Air pollution prediction in air pollution prediction 
on hourly basis.  

 Assessment of Correlation among air pollutants.  

The Paper is organized in sections as section 2: Related work, followed by Air Quality 
Monitoring and Prediction (AQMP) system in section 3. Experimental set up containing 

statistical analysis for pollutant data in Colaba, Mumbai has been analyzed in section 4 and 

conclusions and future scope has been discussed in section 5. 
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2. Related Work 

 

Timothy M. Amado et. al. in [4] utilized  integrated gas sensors for monitoring & 

characterizing AQ, developed predictive models: support vector machine (SVM), k-nearest 
neighbors (KNN),  Naïve-Bayesian classifier(NB), Neural network(NN) and  Random Forest. 

NN outperforms other methods with accuracy 99.56 %. 

Kostandina Veljanovska et. al. in [5] experimented NN, KNN, SVM and decision tree (DT) 
for real time data of Republic of Macedonia.  Neural network outperformed with accuracy 92.3. 

Aditya C. R. et. al. in [14], the future values of pollutant PM2.5 were predicted using 

Autoregression (AR) and compared  with LDA, KNN, CART, NB. Logistic Regression (LR) 
suits the best for this system with the mean accuracy and standard deviation accuracy to be 

0.998859 and 0.000612 respectively.  

Mahmoud Reza Delavaret. al. in [6]studied PM10 and PM2.5 using SVM, GWR, ANN, AR 
nonlinear NN prediction models for Tehran. In this four methods were compared which were a 

regression SVM, GWR, ANN, auto-regressive nonlinear NN. The autoregressive nonlinear 

neural network performs better. 
Gaganjot Kaur Kang et. al. in [7] investigated different air quality prediction techniques using 

big-data and ML. Yasin Akın Ayturan et. al. in [8] compared different modelling techniques with 

deep learning architectures. The models developed with LSTM have given promising results. 
Athira V et. al. [15] used various deep learning models, RNN, LSTM and Gated Recurrent 

Unit (GRU) for prediction of      PM10 from AirNet data. They found from results that the GRU 

network outperformed these three. 
Hamed Karimian et. al. [16] used machine learning models, multiple additive regression trees 

(MART), a deep feedforward neural network (DFNN) and a new hybrid model based on long 

short-term memory (LSTM) for forecasting PM2.5.The LSTM model found to be the best, with 
RMSE = 8.91 μg/m3, MAE = 6.21 μg/m3andR2 = 0.8. 

Dun Ao[17] proposed a hybrid model of K-Means clustering and deep neural network 

consisting of bidirectional LSTM for air quality prediction. The model has been proved to have 
higher precision after comparing with different algorithms.  

Brian S. Freeman [18] presented one of the first applications of deep learning (DL) techniques 

to predict air pollution time series. Here 8 hour averaged surface ozone (O3) concentrations were 
predicted using deep learning consisting of a recurrent neural network (RNN) with long short-

term memory (LSTM). MAE's less than 2 were obtained for predictions of 72 hours. 

Ibrahim KÖK [19] proposed a novel deep learning model based on Long Short Term Memory 
(LSTM) networks for analyzing air quality of IoT smart city data. They found it to be effective 

and promising. 
 

3. AQMP–Air Quality Monitoring and Prediction (AQMP) System Model  

 
AQMP system exhibits RNN based model. It forecast the pollutant based on temporal 

sequential data of PM2.5.  

3.1 Model Hypothesis 

 

A temporal sequence of metrological parameters and pollutant concentration values, are 

applied as inputs. The predication of next hour pollutant concentrations will be done by finding 
correlation of data. The perception is to derive inferences from sequential features to better 

represent data. Concentration values of pollutants on hourly basis has been used to trained the 

model.  
Let k = metrological parameters = {k1, k2, k3, k4, k5, k6}  

Pollutant concentrations =  

 
Which forms an input of   

AQMP model aims at realization of patterns and predict .  
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3.2 AQMP utilizing RNN 
 

Figure-3 depicts AQMP utilizing RNN to model concentrations of air pollutants. The AQMP 

model consists of processing input, recurrent and output layer at each instance of time [10]. 
 

 
 

Figure 3. AQMP Model based on RNN 

The input layer generates embedding vector as in Equation (1), is function generating 

embedding vector   for (( )) and it is propagated to recurrent layer which consists of 

number of hidden layers. The hidden state calculated by using input from previous time step 

  and present input . Equation (2) 

 

                 (1) 

                 (2) 

. 

LSTM models can be used to predict future values using previous values and meteorological data 

as a time series. These are the part of recurrent neural networks (RNN) in which neurons in 
hidden layer of RNN are replaced by memory blocks. They have ability to retain long term 

dependencies. RNN-LSTM has input gate, forget gate and output gate to preserve long term 

dependencies [10]-[13].  

At time step , the computations over states and gates are defined as follows:  

              (3) 

               (4) 

 

              (5) 

             (6) 

                (7) 
Where, 

 = input gate vector 

 = forget gate vector 

 = output gate vector 

 = hidden vector 

 = cell activation vector 
i, f, o and c  are input gate, forget gate, output gate, and cell activation vectors respectively. 

The size of hidden vector  is same as . 

Projection matrix: , ,  

Recurrent weight matrix: ,  

Sigmoid function:  
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3.3 Autoregression modeling 

 

 In linear regression model, prediction (YPred), is made using input variable at current time 
step(x(t)). 

                 (3.3.1) 

where, a0, a1 = coefficients calculated by optimizing model on training data. 

 While, in autoregression (AR) model, prediction of next time step is made using output variable 
at previous time steps. 

          (3.3.2) 

 where, x(t-1), x(t-2) are previous series values. 
As previous data is used for modeling, it is called autoregression. It is used for prediction when 

there is some correlation between successive values of time series. 

 

4. Results 

 

The dataset required for training and testing the AQMP has been taken from real time data 
available from State Pollution Control Board (SPCB) [20], Central Pollution control  

Board (CPCB) [21] and National Air Quality [22] of Colaba, Mumbai city. It is the costal part of 

Mumbai city. Figure 4 indicates the AQ stations installed within Mumbai regions of Colaba, 
Worly, Sion, Nerul area. 

 

 
 

 

 
 

 

 
 

 

 

 

 

 

Figure 4 Air Quality Monitoring Station in Mumbai [22] 

The final dataset is considered for the duration of 1st Jan 2017 to 31st May 2020. The raw data 

is preprocessed. The zero values are imputed by mean values as missing values add more noise 
in data. It has 4,000 samples for each pollutant. The set of air pollutants and meteorological 

parameters [18] considered for the research study are depicted in Tables 1 and 2 respectively. 
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Table 1. List of Pollutants 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

Table 2. Meteorological Parameters 
 

 

 
 

 

 
 

 

 
 

 

Descriptive statistics of each pollutant is given in Table 3. 
 

Table 3. Statistics of pollutants of the dataset for Colaba, Mumbai city 

 

  Min Max Mean Std Q1 Q2 Q3 

PM2.5 6.5 541.75 55.88 34.19 27.9 49.49 77.33 

PM10 19.27 739.04 114.61 56.81 71.85 107.43 141.84 

NO2 0.01 175.52 31.74 28.49 9.77 21.96 49.29 

NO2 0.01 234.14 11.34 22.12 1.64 3.16 9.34 

Nox 0.1 246.65 43.05 44.06 12.04 25.11 62.73 

NH3 0.96 32.61 9.27 3.77 6.78 8.68 11.18 

SO2 0.01 69.61 15.51 10.86 8.23 12.43 20.04 

CO 0 1.28 0.5 0.2 0.32 0.49 0.67 

Ozone 0.01 190.99 52.91 40.45 17.49 48.1 80.05 

Benzene 0 131.67 8.63 14.57 0.77 3.67 9.1 

 

4.1 Experiments with AR model: The following scatter plots in figure 5 show the plot of 

successive data points y(t) & y(t+1) of 9 pollutants. It shows that the successive data points are 
highly correlated as these are centered across the diagonal. So these can be used to train the AR 

model. 

Sr. 
No.  

Parameters  Unit  

1  PM 2.5 (Particulate 

matter 2.5)  

ug/m3  

2  PM 10 (Particulate 
matter 2.5 to 10)  

ug/m3  

3  NO (Nitrogen oxide)  ug/m3  

4  NO2 (Nitrogen dioxide)  ug/m3  

5  NOX (Nitrogen oxides)  ug/m3  

6  NH3 (Ammonia)  ug/m3  

7  SO2 (Sulfur dioxide)  ug/m3  

8  CO (Carbon monoxide)  ug/m3  

9  Ozone  ug/m3  

10  

 

Benzene  ug/m3  

Sr. 

No. 

Parameters  Unit  

1  Ambient 

Temperature  

degree C  

2  Wind Speed  m/s 

3  Wind Direction  degree  

4  Solar Radiation  W/mt2  

5  Pressure  mmHg  

6  Rain Fall  mm  
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Figure 5. Scatter Plot of Correlation of a) Benzene b) NH3 c) NO d) PM2.5 e) NO f) NOx g) 

Ozone h) PM10 i) SO2 

For performing autoregression, the dataset is arranged in time series data with two fields, day 

& pollutant concentration (ug/m3). The prediction of pollutant value of next 7 hours have been 
done. The performance is measured in terms of RMSE and R2 value. 

4.2 Experiments with univariate LSTM model: From total dataset 80℅ data is taken for 

training and 20℅ for testing. In the experimentation with univariate LSTM, pollutant data at 
previous time steps is considered to predict pollutant values for next 7 hours. It has one input 

layer with 200 neurons, 1 hidden layer with 100 neurons & 1 output layer. The performance 

metric used is RMSE and R2 value. 
4.3 Experiments with AQMP model: In the experimentation with AQMP model, single layer, 

multilayer and Bidirectional LSTM systems are evaluated in terms of RMSE and R2 value for 

varied number of neurons, epochs and time lag. The metrological parameters are chosen using R2 
value. 

Performance comparison of AR, FFNN and Univariate LSTM models is shown in table 4. 

Univariate LSTM model outperforms with highlighted R2 values. 

 

Table 4. Performance comparison of AR, FFNN and Univariate LSTM models 

 

Sr. 

No. 
Pollutants 

AR FFNN Univariate LSTM 

RMSE R2 RMSE RMSE R2 

1 PM2.5 2.871 0.5905 9.05 9.256 0.075 

2 PM10 5.53 0.5052 27.96 17.299 0.633 

3 NO 2.965 0.0477 6.23 8.306 0.496 

4 Nox 7.849 0.0087 14.11 9.545 0.3286 

5 NO2 4.698 0.0233 11.35 6.774 0.1498 

6 SO2 0.888 0.1551 3.54 6.545 0.4892 

7 Ozone 1.994 0.9696 10.44 25.375 0.22 

8 Benzene 3.058 0.8624 7.92 11.769 1.9E-06 

9 CO 0.038 0.9293 0.07 0.104 0.0623 

10 NH3 0.883 0.5468 1.43 1.744 0.0233 

 

Performance of Single layer Bidirectional LSTM for PM2.5 for varied number of neurons, 
epochs and time lag is evaluated in table 5 and single & multilayer LSTM model is evaluated in 

table 6. From table 5 and 6 we can conclude that bidirectional LSTM gives best results of RMSE 

19.54 and R2 value 0.66 for 300 neurons, 200 epochs and time lag of 4 hours while multilayer 
LSTM with 12 neurons in input layer, 12 neurons in hidden layer and 1 neuron in output layer 

with number of epochs 150 and time lag 1 hour gives good result of RMSE 22.36 and R2 value 

0.556. 
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Table 5. Single layer Bidirectional LSTM forPM2.5 

 

Sr.
No. 

No.of 
Neurons 

Epoc
hs 

Time       
lag 

RMSE R2 

1.  20 200 1 21.47 0.582 

2.  50 100 1 22.17 0.561 

3.  100 200 1 20.6 0.621 

4.  200 200 1 20.57 0.622 

5.  300 200 4 19.54 0.66 

6.  100 400 4 19.93 0.655 

7.  200 500 4 19.8 0.647 

8.  250 500 4 20.39 0.631 

9.  200 300 8 25.83 0.439 

10.  100 200 12 25.4 0.435 

11.  200 200 12 24.85 0.441 

 

Table 6. Single Layer/Multilayer LSTM 

 

Sr. 
No. 

No. of 
Neurons 

Epochs 
Time 
lag 

RMSE R2 

1 50 50 24 27.87 0.322 

2 50 100 24 29.27 0.279 

3 100 50 24 30.02 0.268 

4 100 150 24 28.85 0.274 

5 150 200 24 31.28 0.186 

6 200 200 24 28.43 0.29 

7 100 100 1 22.01 0.55 

8 100 50 1 22.02 0.54 

9 20,20,1 100 24 27.9 0.306 

10 20,20,1 100 1 22.77 0.545 

11 12,12,1 100 12 24.68 0.44 

12 12,12,1 150 1 22.36 0.556 

 

Conclusion 

 

With the advancement of IoT infrastructures, big data technologies, machine learning and 

deep learning techniques, real-time air quality monitoring and evaluation using this advances is 
desirable for future smart cities and sustainable environments. This paper reports our recent 

literature study, reviews and compares current research work on air quality evaluation based on 

machine learning and deep learning models and techniques. The air pollution data of city of 
Colaba, Mumbai is used for modeling of air quality prediction models AR, FFNN, univariate 

LSTM, multivariate LSTM and Bidirectional LSTM. The statistical analysis of pollutant data 
have been done followed by preprocessing. The metrological parameters have been chosen 

depending on their R2 value. Simulation result showed that the Bidirectional LSTM model for 

PM2.5 outperforms the AR, FFNN and univariate LSTM and multivariate LSTM with RMSE 
19.54 and R2 value 0.66. The future work may involve formulation of more robust hybrid 

models using deep learning. 
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