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Abstract 

Recognizing and reading the Tamil characters which were written many centuries ago in 

the palm leaf manuscripts is a tough task. As the character has taken a different form over 

the centuries, the shape of the characters has not been known to contemporary Tamil 

readers. Neural network classifiers are the tool to unlock the treasure of knowledge 

paralyzed for such reasons. Only those who are familiar with the shape and strokes of 

Tamil characters can read palm leaf manuscripts. The knowledge gained from the Tamil 

literatures have learned about the palm leaf manuscripts has been prepared through 

computer so that all the people can know the written ideas. This method works in three 

stages like text line segmentation, character segmentation, character recognition. The 

final stage of recognition has done by the Bidirectional Long Short Term Memory 

(BiLSTM) classifier that produces a better result than other conventional CNN methods in 

Tamil character recognition. 

Keywords: RNN, BiLSTM, LSTM, CNN, palm leaf manuscripts, Tamil character 

 recognition, softmax layer, fully connected layer 

1. Introduction 
Initially, ancient people have written the Tamil scripts on the pots and then started 

writing on palm leaves. The palm leaf manuscripts existed as a medium to write and 

record incidents, events, innovations in medicine, astrology and literatures. The collection 

of palm leaf manuscripts is known as suvadigal which contains approximately 40 to 50 

preserved leaves with 15 to 30 cm length and 3 to 12 cm width written on both the sides. 

Each side of the palm leaf has 5 to 6 written lines with sequence of characters from left to 

right. When the leaves were in dilapidated condition, the scribes copied the contents of 

one leaf to another new leaf [1]. While copying, an inherited knowledge about shapes and 

writing style of locality influences to define the shapes of the character.  Tamil language 

has 247 independent characters with the combination of 12 vowels and 18 consonants and 

one special character ‘ /’ as in Figure 1. Most of the recent Tamil characters were not 

written in palm leaf manuscripts and the written characters are also different in forms. As 

a result, very much vital information in siddha medicine, astrology, and literatures could 

not be recognized [2] because of the shapes of old characters have been forgotten by the 

new shapes. Even though digitization is the key solution to preserving and storing the 
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palm leaf manuscripts, there has been no progress in publishing them as books as the 

characters are unrecognizable. This article discusses the highly productive way of Tamil 

character recognition by matching the early day character shapes with present-day  

 
 

Figure 1. Tamil Characters 
 

characters. The result produces better performance on Tamil character recognition in palm 

leaf manuscripts than other conventional methods. 

The remaining part of the article has been arranged as follows. Section 2 discusses 

the related work in Tamil character recognition. Section 3 explores the general BiLSTM 

layer framework. Section 4 discusses the process of Tamil character recognition. Section 

5 describes dataset and training as an experimental setup. Section 6 presents the result and 

discussions. The last section gives the conclusion of the paper. 

2. Related work 
The character recognition process offered in many languages such as Thai, Khmer, 

Arabic, English, and Tamil are in different techniques. The Tamil character recognition 

has been taken into consideration for the analysis. The Kohonen Self-Organizing Map 

(SOM) tuned by global feature technique in the type of Artificial Neural Network used to 

classify handwritten Tamil characters [3]. The symbols, numerals and Tamil characters 

are recognized by the techniques of Gabor Filter and Support Vector Machines (SVM) 

[4]. Hilditch’s Algorithm is used in Neural Network to recognize typed Tamil characters 

by passing the Horizontal histogram, Vertical histogram, radial, input and output features 

in minimum number of classes [5]. The features of character height, width, number of 

vertical and horizontal lines, curves, circles, slope lines, dots are extracted and processed 

by SVM and Kohenen SOM in Artificial Neural Network to recognize offline handwritten 

Tamil characters for eight classes[6]. A method to extract the feature of the characters is 

Hu’s invariant and Zernike movements and classifies the characters using Feed Forward 

Neural Network [7]. A survey in Tamil character recognition explained deep belief 

network method to extract the features, Restricted Boltzmann Machines model to train the 

character using deep learning in large data [8]. An ideal edge identification method used 

in palm leaf Tamil characters using Canny Edge Detection by three ways such as great 

discovery, great confinement, and negligible reaction in Artificial Neural Network. 

Finally, their method enhances the character with the binarization technique to provide a 

remarkable result in recognition [9]. A survey provides the method about character 

recognition in palm leaf manuscripts of Southeast Asia languages like Balinese, Khmer, 

Sundanese using CNN [10]. CNN is used to recognize the character of Tamil palm leaf 

manuscripts by five layers such as  convolution, pooling, activation, fully connected 

layers and softmax classifiers [11]. Nine layers including five convolution layers and each 
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two of max pooling and fully connected layers are used to recognize handwritten Tamil 

characters. The ReLU activation function is used in each convolution layers [12]. 

3. Background 
The digitized palm leaf manuscript image is passing through the process of pre-

process, text line segmentation, character segmentation and finally reaches the character 

recognition as in Figure 2. The digitized image contains background in yellow colour and 

foreground text in black. The stains of leaf become as unwanted picture information 

known as noise. The noise removal is used to remove the objects other than characters. 

Binarization converts colour images into binary and separate the text foreground from 

dominating leaf colour background. The binary image has two major processes such as 

line segmentation and character segmentation prior to character recognition. In the first 

process, text line segmentation using Dynamic Labelling Algorithm (DLA) segments the 

text lines from the binary images of palm leaf manuscript [13]. In the second process, 

character segmentation separates the sequence of characters into individual character 

using HorVer method from the segmented text line images [14]. The two DLA and 

HorVer methods developed by the researchers have provided novelty in text line and 

character segmentation respectively. Both the methods are giving major participation to 

improve the result in the process of character recognition using Recurrent Neural 

Networks (RNN).  

 
Figure 2. Stages of Tamil Character Recognition 

 
3.1 Long Short Tem Memory (LSTM) Block 

LSTM is a classifier in Recurrent Neural Networks (RNN). LSTMs are used to process 

the sequential data for classification such as character recognition, sentiment analysis, 

speech modelling, and language modelling. LSTM overcomes vanishing gradient and 

exploding gradient problem by memory which has the remembrance of past data. The 

gates are used to retain the relevant information in memory or fail to remember unrelated 

information. The three gates such as forget gate, input gate, and output gate are used 

respectively in the architecture of LSTM block as in Figure 3. The first gate is used to 

decide whether to discard or keep the information identified by 0 and 1respectively. The 

input (xt) and previous hidden state (ht-1) values are combined and passed to sigmoid 

function that decides which should retain or discard from the gate. In the second gate, two 



International Journal of Future Generation Communication and Networking 

Vol. 13, No. 4, (2020), pp. 4440 - 4450 

 
 

4443 
 

ISSN: 2233-7857 IJFGCN  

Copyright ⓒ 2020 SERSC 

 
 

Figure 3. LSTM block 
 

 functions are applied on input such as sigmoid and tanh. The first decides which input 

value gets 0 or 1. The tanh adds weight to the value from input ranges from -1 to 1. The 

results of both functions are multiplied and update the previous cell state which has 

multiplied by the forget gate. The third gate is output gates that apply sigmoid function on 

the combined value of hidden state and input values to know which gets 0 or 1. The tanh 

function applied on the cell state updated by previous gates. The multiplied results of both 

produce an input to the next LSTM block [15].  

3.2 Recurrent Neural Network (RNN) 

In RNN, the image vectors are taken as input for sequence input layer to extract the 

features and passed to the Bidirectional Long Short Term Memory (BiLSTM) layer. The 

sum and multiplying options are applied on features in forward and backward LSTM 

cells. The output of LSTM blocks passed to multiply the weight matrix and to add the bias 

vector by fully connected layer [16]. The activation function is added to the weighted 

features in softmax layer followed by classification layer used to compute loss and finally 

the output produced. 

3.2.1 Sequence Input Layer: Sequence Input Layer is the first layer in PLTCR 

architecture. The two dimensional vector sequence input image considers input size as a 

scalar for the count of features.  The vector has three elements such as height (h) and 

width (w), and number of channels (c) of an image.  

3.2.2 BiLSTM Layer: BiLSTM is a wrap that conjoins two parallel LSTM layer. One of the 

two with input processed forward and other one with output processed backwards. Merger 

mode of the bidirectional layer combined the forward and backward outputs and passed to 

the subsequent layer. The merge being with the options of sum, multiplication to add and 

multiply the output together, concatenation and average are used to produce output for the 

next layer, the default option is concatenation. The LSTM is also known as memory 

blocks when they are connected recurrently. The memory blocks have three multiplicative 

units such as input gate (it), output gate (ot) and forget gate (ft). The memory cells update 

by hidden layer content (ht-1), input (x) with the current time step (t) and add bias (b) value 

[17]. The sigmoid () function makes the decision to retain the values in each gates as in 

the following mathematical representations. 

𝑖𝑡 = 𝜎(𝐶𝑖[ℎ𝑡−1, 𝑋𝑡] + 𝑏𝑖)       (1) 
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𝑓𝑡 = 𝜎(𝐶𝑓[ℎ𝑡−1, 𝑋𝑡] + 𝑏𝑓)       (2) 

𝑜𝑡 = 𝜎(𝐶𝑜[ℎ𝑡−1, 𝑋𝑡] + 𝑏𝑜)       (3) 
The tanh function supports to distribute the gradient longer by vector cell state (ct) to 

memory cell to evade the vanishing or exploding gradient problem. The tanh function 

adds weight to the input with bias value and updates the previous cell state as in 

relationship 4.  

𝑐𝑡 = 𝑡𝑎𝑛ℎ(𝐶𝑐[ℎ𝑡−1, 𝑋𝑡]  +  𝑏𝑐)       (4) 

The benefit of sequence modelling to access both the past and future contents in BiLSTM 

can be achieved by forward and backward LSTM layers (Alex Graves et al., 2005). In 

character recognition, the output of two LSTM blocks for the character (hi) is sum of 

features in forward and backward block output as in the following representation. 

ℎ𝑖 = [ℎ𝑡
⃗⃗  ⃗ℎ𝑡

⃖⃗ ⃗⃗ ]         (5) 

3.2.3 Fully Connected Layer: The weight and bias add to all neurons in this layer 

produced by the previous BiLSTM Layer. The patterns can be identified by combining all 

the features that learned from the succeeding layer.  The process is used to classify the 

image. The layer is independent at each time step when the sequence input [18]. The bias 

adds with the weight of an input (x) with current time stamp (t). 

3.2.4 Softmax Layer: The softmax is activation function to compute the probability 

distribution for the list of classes (xi) in the range between 0 and 1 with the sum of 

probability is equivalent to 1. The softmax can be calculated by the following 

representation [19]. 

𝑆(𝑥𝑖) =  
𝑒𝑥𝑝𝑥𝑖

∑ 𝑒𝑥𝑝
𝑥𝑗

𝑗
        (6) 

The layer is unlike sigmoid rather performs multi class classification task. In loads of 

architecture, the layer more or less exists at the end so it also known as output layer of 

deep learning architecture. 

3.2.5 Classification Layer: The layer calculates the cross entropy by assign mutually 

exclusive classes to each input values taken from the softmax function by the following 

mathematical relation. The number of samples (s), number of classes (c), an output (o), 

and an indicator (t) of ith sample fit in with jth class as in the following representation [20]. 

𝐶 = −
1

𝑛
∑ ∑ 𝑡𝑖𝑗ln 𝑜𝑖𝑗

𝑐
𝑗=1

𝑠
𝑖=1        (7) 

4. Proposed method 
The Tamil character recognition in palm leaf manuscript using RNN has two phases 

and each has two processes such as normalization and labelling for first phase, training 

and testing for second phase as in Figure 4. In the first phase, the character segmentation 

by HorVer method produces different size of images. Each image must be normalized in 

equal aspect ratio 30 x 30 by the centre point of the strokes. The measurement of above 

and below pixels form the centre decides to acquire the complete shape of the character. 

In the second phase, the normalized images are labelled individually to train the character. 

The background of an input image is black in colour and foreground character is in white 

colour with the value of 0 and 1 respectively. 
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Figure 4. Process of Tamil Character Recognition 

 
4.1  Architecture 

The Tamil character recognition in palm leaf manuscripts have the hierarchical order 

of sequence input layer, BiLSTM layer, Fully connected layer, Softmax layer and 

Classification layer with suitable functionalities to implement RNN as in Figure 5. 

4.2  BiLSTM Layer in Tamil Character Recognition  

The RNN model has created as specified in the previous section for Tamil character 

recognition in palm leaf manuscripts. BiLSTM layer update the features with ‘sigmoid’ 

gate activation function, ‘tanh’ state activation function, and 200 x 1 hidden states. 100 

epochs of training cycle and maximum 97 iterations per epoch with the learning rate of 

0.001. The third layer, fully connected layer update the weights by total number of 

characters x 200. The loss calculated by crossentropyex loss function in softmax layer as 

fourth layer end with the allocation of labels for classes in fifth layer as classification 

layer. The second phase of testing, a new data set contains 2,640 Tamil characters in palm 

leaf manuscripts used to recognize 88 characters which was not trained. In training the 

layer used several hyper parameters to recognize Tamil characters in palm leaf 

manuscripts as in Table 1.  

 

Table 1. Hyper Parameters for Tamil Character Recognition 
 

Hyper Parameters Values 

Initialization Glorot 

Batch Size  27 

Interpreter Adam 

Epochs  100 

Learning rate  0.001 

  

5. Experimental setup 
5.1 Dataset 

The palm leaf Tamil character recognition has a unique dataset created by the 

researchers. The different styles of vowel and consonant character images are in white 

strokes in black background. The dataset has IWFHR2010Tamil vowel characters 

collected from HP Labs India available at free of cost. The consonant character images 

are handwritten characters collected from 270 members and digitalized by the scanner. 
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Table 2. Dataset of Palm Leaf Tamil Characters 
 

Contents Counts 

Total no of palm leaves 950 

No of text lines per leaf 5  

Total no of lines 4750 

No of characters in each line 50 or 45 

Total no characters 213750  

 

 The scanned image has been segmented by the researchers and classified as single. The 

detail of the dataset has shown in Table 2. In the collection of data, 10457 individual 

character mages have been selected for training and 2640 for testing in neural network.  

 
 

Figure 5. Layer Architecture for Tamil Character Recognition 
 

5.2 Training and Testing 

Different batch size were trailed and fixed the batch size as 27.  After the layer 

architecture is compiled, the specific processed character dataset is loaded to train the 

model. The training is done by 100 epochs as in Figure 6. The tuning is made in hidden 

states and activation function to achieve an optimum in accuracy.  

 
Figure 6. BiLSTM Training and Validation  
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6. Results and discussions  
 The RNN layer architecture recognizes the character written by different scribers. 

This work provides 1 % of wrong prediction rate in testing with the Tamil character in 

palm leaf manuscripts. The dataset is trained separately for CNN and LSTM classifiers 

and compared the Recognition Accuracy with proposed layer architecture using BiLSTM 

classifier as in Figure 7. The BiLSTM classifier has the benefit to defeat over-fitting  

 

 
Figure 7. Performance of Palm Leaf Tamil Character Recognition 

 

problem without using dropout techniques in CNN. The LSTM does not have backward 

propagation that reduces the performance in palm leaf Tamil character recognition. The 

recognition accuracy of proposed work is compared with other previous works as in Table 

3.   

 

Table 3. Comparison of Tamil Character Recognition 
 

Years Dataset Language Document 
No. of 

classes 
Method 

Training 

Accuracy 

Recognition 

Accuracy 

2016 HP Labs Tamil Handwritten 35 CNN 99% 94.40% 

2018 HP Labs Tamil Handwritten 146 CNN - 88.86% 

2019 Own Tamil Palm Leaf 60 CNN - 96.21% 

2019 HP Labs  Tamil Handwritten 156 CNN 95.16% 97.70% 

Proposed Palm leaf  Tamil Palm Leaf 88 BiLSTM -RNN 92.31% 99.57% 

 

The CNN classifier combined with principal component analysis and trained 50 epochs to 

get maximum accuracy [21]. The over-fitting problem between training and validation 

and different kind of regularization methods were applied to solve that produced 89.3% of 

test accuracy initially in CNN. Stochastic pooling, probabilistic weighting and dropout 

techniques were used to get marginal changes in result [22]. The single scriber character 

set 3.79% of erroneous prediction and 0.64sec time has taken to predict one character 

[11]. The dropout regularization technique were used in every convolution layer with an 

initial probability 0.1 and increased by the same to overcome the over-fitting [12]. 
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Figure 8. Two Characters in Single Image 

 

7. Conclusion  
The research work used RNN classifier to recognize Tamil characters in palm leaf 

manuscripts. The work has recognized all characters used in Tamil palm leaf manuscripts 

long before 300 to 400 years. The RNN classifier also predicts exact character when two 

characters have joined together in a single image Figure 8. The recognition accuracy in 

this work provides much better result than the previous conventional handwritten Tamil 

character recognition methods. This work is benchmarking for Tamil character 

recognition in palm leaf manuscripts that will extend to recognize the stone epigraphs in 

future. 
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