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Abstract: 

Internet routing is a major concern nowadays since the global routing table is increasing 

rapidly. One major facet in the overall performance of a router is the Lookup speed. In this 

paper, an innovative approach is proposed which uses cache routing-table which contains 

recently used IP addresses and their forwarding information to speed up the IP address 

lookup operation in the routers. The secondary storage structure to which the cache is 

augmented is Partitioned Bloom Filtered Priority Trie[20]. The performance is evaluated in 

terms of Lookup speed and Hit ratio which gave significant results. A synthetic trace file is 

generated using which the proposed scheme is tested and our approach seems to be efficient. 
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1. Introduction: 

The Internet is ubiquitous and registering an exponential growth in size. The number of 

domains, sub-networks and users connected to the Internet are mounting. The Internet 

network constituents include routers which forward packets to the respective destinations, 

and physical links that transmit packets from one to another. When a packet arrives at a 

router, itmust decide on how to forward the packet which is inherentin determining the 

packet’s next-hop. The ability of a router in packet forwarding process lies in finding the 

longest prefix in the routing table that provides the best match to the destination IP address of 

the data packet within negligible time. The routing table is structured in terms of destination 

address, prefix and next hop, where the length of a prefix is limited by the length of the 

destination IP address (31 for the IPv4 addresses and 127 for IPv6). Through the years, the 

major bottleneck in the performance aspect of IP routers is the time to find a next-hop for an 

incoming IP packet in the routing table. PBFP Trie had exhibited a noteworthy performance 

and our idea is to augment the cache to still improve. In Section 2 we discussed regarding 

various ideas proposed by other researchers. In the later section we proposed our architecture. 

Section 4 details the experimentation and performance comparison.Finally we concluded our 

approach in the last section. 
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2. Relatedwork: 

Rapid growth of the global forwarding information base raises serious concerns. In 

addressing such problem, Yaoqing Liuet.al. in [3] proposed an effective FIB scheme which 

achieved high hit ratio. Also their scheme prevented the cache hiding problem. The cache 

misses, cache replacement and routing updates were also handled efficiently. 

Introducing different types of schemes which are less complex is also very much required in 

IP Lookup design. R.C. Chang et.al. proposed such scheme in [4] by using careful memory 

management design. As a part of memory management, instead of storing the range which is 

done usually in conventional approaches, IP routes are stored only once. A skip function was 

also introduced due to which the memory requirement is reduced. 

Designing schemes which increase the look up speed is a prime task of IP Lookup 

researchers. HouassiHichemet.al. proposed a best lookup operation using Cache routing table 

approach in [5]. They structured the IP routing table as main routing table and cache table. 

They compared the performance of their proposed scheme with that of the binary trie based 

algorithm, which offered better performance. 

A two-level Bloom filter scheme was proposed in [6] in which 

theoriginalprefixcouldbecachedwithoutexpansion. Foreachprefix,to test whether any 

matchable descendant exists, a Bloom filterisused. The scheme attained a very low cache 

miss ratio without increasing the number of prefixes. 

In [7] GirijaNarlikaret.al. presented an investigative model which predicts the performance of 

software based IP lookups accurately using hierarchical data structures.This model is useful 

in selecting the suitable data structure based on hit ratio distribution to different networks in 

the routing table.The size and latency of the L2 cache and the processor speed up to some 

degree were found to be critical in determining the lookup performance. Also they found that 

there was no any significant improvement in the performance with a simple increase in the 

L1 cache or space requirement of the underlying data structure. 

Hardware solutions were also part of Lookup problem. In [8]Guangdeng Liao et.al. proposed 

a new IP cache architecture which was designed along two axes – cache indexing and 

replacement policies. They employed 2-Universal Hashing and coupled with cache indexing 

scheme. Substantial throughput performance was observed. 

Subsequently researchers addressed various aspects which include reducing conflict misses 

and cache consistency during frequent route updates[9]. Speeding up access to DRAM was 

addressed in [10]. Huan Liu et.al. besides evaluating the effectiveness of caching on routing 

prefix, proposed an On-chip routing prefix cache design for the network processor. An active 

prefix caching scheme was proposed in [11] wherein incremental updates are supported 

without prefix expansion. However a prefix caching scheme based on prefixes covering 

relationship was proposed in [12], while prefix caching for Named Data Networking was 
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addressed in [13]. A routing table lookup algorithm used in cluster based parallel IP router 

was discussed in [14]. 

 

3. Proposed Design: 

In this work, we proposed an approach of augmenting the PBFP Trie with Cache so as to 

boost up the lookup performance. In the conventional IP Lookup, upon listening to the 

incoming IP Address, the prefix shall be searched and if it exists in the storage, the next hop 

address is obtained. Subsequently the incoming packets are routed through that port. In [20] 

PBFP Trie was proposed which exhibited amazing performance in terms of lookup, storage 

and other operations. Nevertheless the lookup speed could still be enhanced by 

supplementing the existing structure with Cache. Cache Memory stands for its high speed 

performance and less memory size. In our work we are intended to propose a simple 

architected efficient algorithm which improved the lookup performance of PBFP Trie. The 

architecture of our approach is as in figure1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1 : Proposed Architecture 

The cache is implemented as an array of locations in which the prefixes with theirrespective 

next hop addresses are stored. The architecture has three major components, one the memory 

organized as PBFPT (FIBM), the other is Cache (FIBC) and the third is the Routing Agent 

(RA). The incoming packet will be inspected in which the prefix will be forwarded for 

getting the next hop information by RA. If the prefix information is available then the next 
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hop information is obtained accordingly the packet is routed. The associated FIBC operations 

include Cache Initialization, Handling Cache Misses and Cache Replacement. 

Cache Initialization:In handling the initial traffic Cache initialization plays a vital role. As 

the focus is on lookup speed and during the lookup process the cache is searched first for the 

prefix availability, it will always result in better performance in case the frequently accessed 

prefixes are stored in it. In other words if the Cache is initialized with those prefixes the 

performance in terms of lookup speed will be improved significantly.Mostly if the cache 

initialization is done with higher length prefixes most probably like root node and so on, the 

hit ratio and lookup speed pops up. 

Cache Hits and Misses: Cache Hit ratio is a crucial metric which has an exponential effect 

on the lookup speed. Higher hit ratios register notable lookup speeds. Prefix availability in 

FIBC is termed as Cache Hit while the unavailability is said to be a Cache Miss. In case of 

Cache Miss, FIBM gives the Next hop information and updates the cache. 

Cache Replacement:When a new prefix is to be accommodated in the cache while it is full, 

any of other prefixes are to be replaced according to certain policy. We used LRU (Least 

Recently Used) algorithm for prefix replacement since it was the algorithm whose 

performance is optimal. 
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Fig 2. Flow of the lookup procedure 

 

Lookup procedure: 

The flow of prefix lookup procedure is as observed in the figure 2. Initially the Routing 

Agent (RA) will be listening to the incoming packets. When a packet arrives the prefix is 

extracted and queries the Cache for its intended next hop. If it is found in cache then RA 

receives the information and routes the packet. In case the prefix is not found in the cache 

then a cache miss is raised by informing to the FIBM. The prefix is then searched. If prefix is 

found, RA will be informed and also the cache gets updated with this information. 

4. Experimentation and Performance evaluation: 

In our scheme we considered the PBFP Trie and augmented it with Cache(FIBC). A 

Synthetic Trace of different sizes was generated with the prefixes extracted from [19] and the 

performance is evaluated in terms of Lookup speed and Hit ratio. 

4.1The core operation in the total IP Lookup procedure is the time for searching for a prefix 

which is termed as Lookup time. Firstly we evaluated it by varying the number of prefixes 

besides the cache is initialized to 16384 locations. The performance results are as per the 

table 1 and the graphical representation could be observed in figure 3. 

Table 1: Lookup times for various cache initializations 

No. of prefixes Cache 

is initialized with 

Cache Size (No. 

of Locations) 

Lookup time 

(Micro seconds) 

0 16384 1.90716 

1615 16384 1.77453 

4700 16384 0.637 

 

 

As the cache is fast 

accessible memory, if a 

prefix exists in it, the 

lookup time for that 

particular prefix would be 

of negligible time. The 

same performance is 

observed, the more number 

of prefixes the cache is 
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initialized with the lookup time gets reduced. Hence Cache initialization increases the lookup 

speed. 

 

.    Fig 3. Lookup time comparison for varying cache initializations 

4.2The lookup time is evaluated in another dimension by initializing the cache with certain 

number of prefixes and varying the number of locations in Cache. The Cache is varied by 

doubling the locations for which the lookup times could be found in Table 2. The graphical 

depiction is as shown in figure 4. 

Table 2 : Lookup times with varying cache sizes and prefix initializations 

Cache Size 

(No. of 

Locations) 

Prefix Lookup time for 

1615 initializations(in 

Micro seconds) 

Prefix Lookup time for 

4700 initializations(in 

Micro seconds) 

2048 5.90284 0.645 

4096 4.92239 0.641 

8192 2.38641 0.639 

16384 1.77453 0.637 

 

Cache size plays a vital role in improving the performance. Larger the cache size, there will 

be provision to accommodate more number of prefixes. Besides increasing the number of 

prefixes in the cache initialization, if the Cache size i.e. the number of locations increases,  

there will be a significant improvement in the lookup speed. This imperative feature is proven 

here. 
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Fig 4: Lookup time comparison for varying cache sizes and cache initializations 

 

 

4.3Synthetic trace filesare generated with variable number of prefixes which could be 

observed from the table 3. The Cache size is fixed and total lookup time is evaluated. The 

graphical representation is as shown in the figure 5. The performance evaluation is done 

when cache is coalesced with the underlying data structure as well without cache 

augmentation. 

Table 3 : Total lookup times with and without cache 

No. of prefixes in 

the Trace File 

Cache Size (No. 

of Locations) 

Lookup time without 

cache(in seconds) 

Lookup time with cache(in 

seconds) 

120210 16384 0.373850 0.188136 

243756 16384 0.815441 0.593403 

368524 16384 1.191017 0.685797 

496980 16384 1.412902 0.897712 

 

Basically in [20] the underlying scheme exhibited a striking performance. In order to hike the 

performance the cache initialized with 4700 prefixes is combined. There is 

anincredibleimprovement in the lookup time resulting in around 40% rise. Of course increase 

in the input prefix file size proportionately increases the lookup time. It could be clearly 

understood that the lookup time with cache is amazing when without cache is used. 
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Figure 5 : Total Lookup time comparison with and without cache 

 

 

4.4The above same evaluation was repeated to compute the lookup time for a single prefix. 

The results are depict in table 4 and graphically presented in figure 6. 

 

Table 4 : Average per prefix lookup time with cache and without cache 

No. of prefixes in 

the Trace File 

Cache Size (No. 

of Locations) 

Prefix Lookup time without 

cache(in Micro seconds) 

Prefix Lookup time with 

cache(in Micro seconds) 

120210 16384 
0.76428 0.6394 

243756 16384 
0.75952 0.6444 

368524 16384 
0.72121 0.6494 

496980 16384 
0.75722 0.6465 

 

Similar improvement could be observed in case of average per prefix lookup time. Once the 

trace file is executed, depending on the number of hits and misses the time computation is 

performed and thus the average values are calculated.  

 

 

Fig 6. Per prefix lookup time comparison 
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4.5Hit ratio is another performance metric when cache is being used. The hit ratio must be 

high so as to get the desired performance. The performance is evaluated using a cache 

initialized with1615 prefixes besides varying the cache size. The computed results andthe 

graphical representation could be observed from Table 5 and figure 7. 

Table 5 : Hit ratios for variable cache sizes 

No. of prefixes with which 

Cache is initialized 

Cache Size (No. 

of Locations) 
Hit Ratio(%) 

1615 2048 18 

1615 4096 36 

1615 8192 72 

1615 16384 98 

 

Hit ratio is the ratio of Number of hits to Number of hits plus misses. If the number of hits 

arehigh then the hit ratio increases. The hit ratio raised in proportion with the increase in 

cache size which means higher the cache size the hit ratios also increase accordingly. 

Proportionate to the cache size the number of prefixes could be accommodated. Consequently 

the lookup speed also increases. 98% Hit ratio was registered for a cache size of 16384 

locations.  

 

Fig 7 : Hit ratios comparison with varying cache sizes 

 

4.6 Even when the number of prefixes initialized in the cache becomes more there will be a 

amazing hike in the hit ratio. Here in this evaluation the cache size is fixed and the 
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initialization prefixes are increased. The hit ratios for various cache initializations could be 

observed from table 6 and figure 8. 

 

Table 6 : Hit ratios for varying cache initializations 

No. of prefixes with which 

Cache is initialized 

Cache Size (No. of 

Locations) 
Hit Ratio(%) 

0 16384 97.7 

1615 16384 98 

4700 16384 98.6 

 

Despite the cache size being reasonable if the number of prefixes with the cache is initialized 

increases, the hit ratio also gets improved. It is due to that if the number of prefixes with 

which the cache is initialized increases then more number of prefixes will be available in the 

cache itself thereby increasing the hit ratio. 

 

 

Figure 8 : Hit ratios comparison for varying prefix initializations 

 

4.7Lastly we also experimented for varying trace file size for which the hit ratios are registered as 

given in the table 7. The result is depicted in figure 9. 

Table 7 : Hit ratios for variable trace file sizes 

No. of prefixes in 

the Trace File 

Cache Size (No. 

of Locations) 

Hit 

Ratio 

120210 16384 94.5 

243756 16384 97.3 
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368524 16384 98.2 

496980 16384 98.6 

 

Although the hit ratio does not depend on the trace file size, since there may be more number 

of prefixes available in the cache the hit ratio seems to be high. As the trace file keeps 

increasing and if there are more number of misses, the hit ratio may not increase. Hence the 

hit ratio solely depends on Cache memory size, Cache initialization and Cache replacement 

policy. 

 

Figure 9: Hit ratios comparison for variable trace file sizes 

 

Conclusion and Future work: 

In this paper, we proposed an approach that uses cache in association to PBFP Trie to 

improve the lookup performance. We simulated the cache association and evaluate the results 

which describe the general nature of cache. The assessment shows that the lookup time when 

the basic data structure being used alone is more when compared to the values registered 

when cache is being used. Also it clearly illustrates that higher the hit ratio, lesser is the 

lookup time. Higher hit ratios could be accomplished using reasonable cache sizes, higher 

cache initializations and optimal Cache replacement strategies. 

However the performance of the demonstrated design could still be made superior by using 

variant cache architectures viz. Heterogeneous Cache architecture [16], Set Associative 

Cache architecture [17], Hierarchical Cache architecture [15], Segmented Cache architecture 

[16], Multizone pipelined Cache [18] and implementing even the cache as PBFPT which is 

left as future work. 
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