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Abstract 

 

Vehicular ad-hoc networks (VANETs) are vulnerable to various attacks because 

of its dynamic in nature. The significance in the VANET is to estimate the trustworthiness 

of a vehicle for improving communication security. The several works have been done in 

the secure communication between the vehicular nodes. But accurate attack detection is 

still challenging to improve communication security in VANET. In order to improve 

secure communication in VANET with minimal time consumption, a Multi-Objective 

Reweighted Adaptive Boosting Classifier based Attack Detection technique is introduced. 

Reweighted Adaptive Boosting Classifier is an ensemble classifier which creates several 

weak learners. For classifying the vehicle nodes as normal or attack, the artificial neural 

network (ANN) is employed as a weak learner. Weak learner includes three layers namely 

input layer, hidden layer and output layer. Input layer obtains number of vehicle nodes. In 

hidden layer, multiple objective functions like trust, energy and cooperativeness of the 

vehicle nodes are computed. The Gaussian activation function is used at the output layer 

to classify the node as normal or attack based on the multiple objective functions of the 

vehicle nodes. At last, the approach combines the weak classifier output and offers strong 

classification results with lesser error rate. Therefore, the attack nodes are detected with 

minimal energy consumption. Simulation is conducted with metrics namely detection rate 

(DR), false positive rate (FPR) and detection time (DT) with number of vehicular nodes. 

 

Keywords: VANET, secure communication, attack detection, Multi-Objective reweighted 

Adaptive Boosting Classifier, ANN, Gaussian activation function 

 

1. Introduction 

 

VANETs are the assuring network scenario where one vehicle nodes 

communicate to other vehicles. VANET is an infrastructure less network since it does not 

have any fixed access point. The random mobility of vehicle nodes degrades the vehicle 

communications thus impacting network security. In VANET, the malicious node can 

alter the communication among the vehicles. Therefore, an efficient attack detection 

technique is required in the VANET for improving the communication security. 

 

The major problems are identified from the above-said existing works such as 

lack of improving the DR, higher FPR, more DT, lack of improving the security and 

failure to consider the energy and so on. In order to overcome such kind of issues, an 

efficient technique called MORABC-AD is developed in VANET. 
 

The major contributions of MORABC-AD technique are summarized as follows, 
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 The MORABC-AD is presented to improve the security in data 

communication by detecting the attack in VANET. This contribution is 

achieved using Multi-Objective Reweighted Adaptive Boosting Classifier. 

Multi-Objective Reweighted Adaptive Boosting is an ensemble classifier 

which uses the ANN as a weak learner. The ANN takes the inputs as the 

number of vehicle nodes in the input layer. The multiple objective functions 

(i.e. trust, energy, cooperativeness) of the vehicle node are calculated at the 

hidden layer. This assists to increase the DR. 

 

 To minimize the detection time, the ANN uses the Gaussian activation 

function at the output layer. The Gaussian activation function analyses the 

node with their multiple objective functions and classifies the node as normal 

or attack. 
 

 To enhance the DR and lessen the FPR, the weak learners are reweighted 

depending on their training error. MORABC discovers the weak learner with 

lesser error using argument of minimum function. The nodes with higher 

residual energy, higher trust value and better cooperativeness are classified as 

a normal node. Otherwise the nodes are said to an attack node. 

` 
 
 

2. Related works 

 

In [11], a Trust-aware Collaborative Learning Automata based Intrusion Detection 

System was introduced. The system increases the detection ratio and minimizes the false 

alarm rate but it failed to consider the node behaviors like energy and cooperative 

communication. To detect the intrusions with respect to trust and cooperativeness, a host- 

based intrusion detection system was designed in [12]. The system did not use any 

machine learning classifier for effectively improving the DR with minimum time. 

 

In [13], a Linear Discriminant Analysis (LDA) and Quadratic Discriminant 

Analysis (QDA) was introduced to classify the Denial of Service (DoS) and black hole 

attacks. The analysis achieves a minimum false alarms rate and a higher DR. But it failed 

to minimize the DT. 

 

To improve the security of network, a deep neural network (DNN) was designed in 

[14]. However, the FPR was higher. In [15], a Support Vector Machine (SVM) and 

Dempster-Shafer theory were introduced for misbehavior detection. But, it does not lessen 

the time taken for detecting the misbehavior vehicle in the network. 

 

A Dedicated Short-Range Communication (DSRC) system was presented in [16] 

to discover the malicious nodes with the minimum false positive rate. The system failed to 

estimate the behavior of the node for achieving a better DR. 

 

The issues of conventional methods are overcome by introducing a MORABC-AD 

technique. The processes of MORABC-AD technique are explained in the next section. 

 

 

 

3. Multi-Objective Reweighted Adaptive Boosting Classifier based Attack Detection 

in VANET 
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In VANET, numbers of nodes (i.e. vehicles) are distributed randomly without any 

predefined infrastructure. VANET is susceptible to varieties of attacks which degrades the 

entire network performances as well as secure data communication. The ability to use an 

attack detection technique is an additional concern for improving security in 

communication. Based on this motivation, the MORABC-AD technique is introduced. By 

applying MORABC-AD technique, the vehicles nodes are classified into normal or attack. 
 

 

 
 

 

 
The architecture diagram of MORABC-AD technique is shown in figure 1 to enhance the 

attack DR with minimum time. In VANET, numbers of vehicle nodes are distributed in a 

random manner. The reweight adaptive boosting classifier categorizes the vehicle nodes 

into normal or attack based on the nodes behaviors like trust value, energy and 

cooperativeness with high accuracy. Based on the above-said behavior of the vehicle 

nodes, the classification is done using ensemble classifier. 

The normal nodes for increasing security in data communication. In MORABC- 

AD technique, the ANN is used as a weak learner for classifying the nodes as a normal 

node or abnormal node. 

 

The process flow of reweighting adaptive boosting classifier for identifying the 
malicious node in VANET. The reweight adaptive boosting classifier uses a training set 

{(𝑥1, 𝑦1), (𝑥2, 𝑦2), … , (𝑥𝑛, 𝑦𝑛)}   where   „𝑥‟   denotes    a    number    of    vehicle 

nodes𝑣𝑛1, 𝑣𝑛2, 𝑣𝑛3, … . . 𝑣𝑛𝑛, „𝑦‟ denotes a classification output{+1, −1}. ANN is used as 
a weak leaner of ensemble classifier. For enhancing the classification performance with 
minimal error rate, the strong learner combines weak classifier results to form the strong 

classifier. ANN includes the collection of units known as artificial neurons. An artificial 
neuron network includes three layers such as input, hidden and output layer where 
connection transmits an input from one layer to another which is shown in figure 3. 
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The structure of the ANN with three different layers. The input layer receives number of 

vehicles nodes at a time „𝑡‟ is represented as „𝑖(𝑡)’. The nodes behaviors are computed in 

the hidden layer. The hidden layer output and output layer are represented as „𝑕(𝑡) and 

„𝑜(𝑡)‟. Through dynamic weights 𝛿𝑖𝑕 and 𝛿𝑕𝑜, the input, hidden and output layers are 

interconnected. In the hidden layer, the nodes behaviors such as trust, energy and 

cooperativeness are computed. 

 

Let us consider the number of vehicle nodes 𝑣𝑛1, 𝑣𝑛2, 𝑣𝑛3, … . . 𝑣𝑛𝑛 . The trust 

values of the nodes are computed as the difference between the numbers of data packets 

dropped and numbers of data packets forwarded as well as received by the vehicle nodes. 

The trust value of the each vehicle node is calculated using the below equation, 
 

𝑇𝑟 =
 𝑑𝑝𝐹−𝑑𝑝𝐷  

𝑑𝑝𝑅 
(1) 

From (1) 𝑇𝑟 represents the trust of the nodes, 𝑑𝑝𝐹 denotes a data packet forward 

rate, 𝑑𝑝𝐷 denotes a data packet dropped rate, 𝑑𝑝𝑅 denotes a data packet received by the 
node. 

 

4. Energy 

 

The node energy is computed after calculating the nodes trust value. Based on the 

product of power and time, the energy of vehicle node is calculated. The energy is 

calculated as follows, 

 

𝐸  = 𝑝𝑜𝑤𝑒𝑟 ∗ 𝑡𝑖𝑚𝑒 (2) 

 

From (2), 𝐸 represents the energy of the nodes, power is measured in watts and 

time is measured in seconds (Sec). The energy of each node is measured in terms of a 

joule (J). After that, the energy of the each sensor nodes gets degraded and the remaining 

energy (i.e. residual energy) of the nodes are calculated as follows, 

𝑅𝐸  = 𝑇𝐸 − 𝐶𝐸 (3) 

In (3), 𝑅𝐸represents the residual energy, 𝑇𝐸 denotes a total energy, 𝐶𝐸 is the 
consumed energy of the vehicle nodes. The residual energy of the sensor nodes are used 
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to determine which nodes utilize the more energy. 

 
 

5. Cooperativeness of the node 

 

The cooperativeness is the major behavior of the nodes for identifying the 

attack nodes in VANET. The attack nodes have known the information about the network 

and they do not cooperate with the other nodes for better communication. Therefore, the 

cooperativeness of the nodes is also used to guarantee the links between the vehicle nodes 

over the time instant for preserving the connections between the nodes. The links between 

the nodes are identified through the two control message distributions. The control 

messages are route request (RREQ) and route reply (RREP) are distributed between the 

two vehicle nodes. The vehicle node 𝑣𝑛1 send a request message to other neighboring 

node for establishing the links. 
 

𝑣𝑛𝑖 
𝑅𝑅𝐸𝑄 

⇒ 𝑣𝑛𝑗 (4) 
 

In (4), the vehicle node 𝑣𝑛𝑖 sends route request (𝑅𝑅𝐸𝑄) to 𝑣𝑛𝑗 in the network. 

The node 𝑣𝑛𝑗 sends the reply message 𝑅𝑅𝐸𝑃 back to the node 𝑣𝑛𝑖 . 
 

𝑣𝑛𝑖 
𝑅𝑅𝐸𝑃 

⇐ 𝑣𝑛𝑗 (5) 
 

In (5), the vehicle nodes 𝑣𝑛𝑗  sends  a  reply  message  𝑅𝑅𝐸𝑃  to  the  vehicle  node 

𝑣𝑛𝑖, then the node 𝑣𝑛𝑖 is connected to 𝑣𝑛𝑗 at the time instant. If the vehicle node 

𝑣𝑛𝑖 did not receives the reply message from the 𝑣𝑛𝑗, these two nodes are not connected at 

the particular time‘𝑡’. Then the node 𝑣𝑛𝑖 detects the misbehaving nodes in network. The 

node cooperativeness is determined based on the link estimation. The hidden layer output 

is formalized as follows, 
 

𝑕(𝑡) =  𝛿𝑖𝑕 ∗ 𝑖 (𝑡) (6) 

In (6), 𝑕(𝑡) signifies the hidden layer output, 𝛿𝑖𝑕 indicates a weight between 

the input and hidden layer, 𝑖 (𝑡) indicates an input. Finally, the output layer classifies the 

vehicle node as normal or abnormal using an activation function. Therefore, the weak 

learner output is formalized as below, 
 

𝑜(𝑡) = 𝜎𝑓  ∗  {𝛿𝑕𝑜 ∗ 𝑕(𝑡)}    (7) 

 

In (7),𝑜 (𝑡) denotes an output of an artificial neural classifier, 𝜎𝑓 denotes an 

activation function, 𝛿𝑕𝑜 represents a weight between the hidden and an output layer. The 

weak learner uses the Gaussian activation function. 
 

𝛾𝑓 = 
1 

√2𝜋𝜎 
𝑒𝑥𝑝 (

−(x−μ)2

) (8) 
2𝜎2 

 

From (8),𝛾𝑓 denotes a Gaussian activation function to provides the two binary 

results such as „0’ and „1’. If the activation function provides the results as „0‟, then the 

nodes is said to an abnormal node. If the activation function provides „1’, then the vehicle 

nodes are classified as a normal node. The attack nodes are correctly identified in the 

output layer based on the classification results. 
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𝑖=1 

𝑖=1 

𝑡 𝑖 𝑖 

𝑖=1 

A weak learner causes the error during the classification. For enhancing the 

performance of classification with minimal error rate, the MORABC classifier combines 

weak learner's output to create the strong classifier. To acquire strong classification 

results, the weak classifiers are combined as below, 
 

𝑦𝑖 = ∑𝑛 𝑏𝑖(𝑥) (9) 
 

In (9),𝑦𝑖indicates the output of strong classifier, 𝑏𝑖(𝑥) indicates the output of 

weak learners. Then, the similar weight is assigned to each weak learner. 
 

𝛽𝑡 → ∑𝑛 𝑏𝑖(𝑥) (10) 

In (10),𝛽𝑡 denotes a weight assigned to each weak learners𝑏𝑖(𝑥).  The training 

error of every weak learner is calculated after assigning the similar weights. The error is 

measured as squared difference between actual and predicted results that is formalized as 

below, 
 

𝑡𝐸  = (𝑜𝑖 − 𝑏𝑖(𝑥))2 (11) 

In (11),𝑡𝐸 denotes the training error of weak learner, 𝑜𝑖 indicates an actual output 

of weak learner and 𝑏𝑖(𝑥) indicates the predicted output of weak learner. Based on the 

error rate, the weak learners are reweighted. The reweighting equation is represented as 

below, 
 

𝛽 
′ 
=

 𝛽𝑡∗exp(−𝛾𝑡 𝑦𝑖𝑏𝑖(𝑥)) (12) 
𝑡 𝑁𝑡

 

 

In (12),𝛽𝑡
′
 indicates a reweight of weak learner, 𝛽𝑡 symbolizes the initial weight  

of weak learner, 𝛾𝑡 denotes a adjustment coefficient to attain strong classification results. 

𝑦𝑖 denotes a true class and 𝑏𝑖(𝑥) represents the predicted class, 𝑁𝑡 represents the 

normalization constant. If the weight is enhanced, the weak learner wrongly classified 

vehicle nodes as normal or attack. The weight is reduced, then the weak learner correctly 

classified vehicle nodes as normal or attack. The equation (12) is also expressed as , 
 

𝛽𝑡 
′ =  

1 

𝑁𝑡 

exp(−𝛾𝑡)    𝑖𝑓   𝑏𝑖(𝑥) = 𝑦𝑖 
𝛽𝑡  ∗  {

exp(𝛾 ) 𝑖𝑓   𝑏  (𝑥) ≠ 𝑦 

 

(13) 

 

In (13), 𝛾𝑡 denotes an adjustment coefficient which is expressed as follows, 
 

𝛾 = 0.5 𝑙𝑜𝑔 ( 
1 

− 𝑡 
 

) (14) 
𝑡 𝑡𝐸 

𝐸 

 

In (14), 𝑡𝐸 indicates a training error of weak learner, then weak learner with 

minimal error is chosen as better results. 

 

arg min 𝑡𝐸 ( 𝑏𝑖(𝑥)) (15) 

From (15), 𝑎𝑟𝑔 𝑚𝑖𝑛 denotes an argument minimum of a function and „𝑡𝐸‟ 

denotes an error of the weak learner 𝑏𝑖(𝑥). Then, the best leaner is trained to get the final 
output as follows, 

 

𝑆(𝑥) = 𝑠𝑖𝑔𝑛 (∑𝑛 𝛽𝑡 ∗ 𝑏𝑖(𝑥)) (16) 
 

From (16), 𝑆(𝑥) denotes an output of a strong classifier, 𝑠𝑖𝑔𝑛 indicates the 

positive and negative results of the final output classifier. 
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The final strong classifier output 𝛽𝑡 ∗  𝑏𝑖(𝑥) = +1  represents the nodes  are 

correctly classified as normal nodes or attack if the true class (𝑦𝑖) equals to the predicted 

class 𝑏𝑖(𝑥). Whereas -1 denotes the nodes are incorrectly classified as normal  or attack 

i.e. true class (𝑦𝑖) is not equals to the predicted class 𝑏𝑖(𝑥). The above results show that 
the normal or attack nodes are correctly detected to improve the secure communication. 
After finding the attack nodes, the communication is performed through the normal node 
and attained the high security in data communication. 

 

 
Above Algorithm describes the classification of normal vehicle node or attack 

node in VANET. Initially, the ensemble classifier builds the number of weak learners. 

ANN is employed as a weak learner to classify the nodes in VANET. The input i.e. 

vehicle nodes are taken as input. In the hidden layer, the nodes residual energy, trust 

value, cooperativeness is computed. The nodes with higher trust and maximum residual 

energy and better cooperativeness are classified as a normal node using the Gaussian 

activation function. Otherwise, the nodes are said to be an attack node. The weak learners‟ 

results are summed to create a strong result. The similar weights are initialized to all the 

weak learners. Then, the training error is calculated for each weak learner output. The 

nodes are reweighted depending on their error value. By finding the weak learner with 

lesser training error, the strong classification results are obtained. The data 

communication is performed through the normal node for attaining high security. 
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The above algorithmic process is applied to improve the performance of 

MORABC-AD technique compared with the conventional methods. 

 

6. Simulation Settings 

 

An efficient MORABC-AD technique and existing methods namely GDVAN [1] 

and multi-layered game theory based intrusion detection framework [2] is implemented in 

NS2.34 network simulator. For detecting the attack or normal node, Totally 500 vehicle 

nodes are deployed in a square area of 𝐴2(1000 m * 1000 m) to improve the security of 

data communication in VANET. The two ray ground model is used as radio propagation 

in the simulation. The vehicle nodes speed is set as 10-30m/sec and the simulation time is 

240 sec. The various simulation parameters and its values are listed in table1. 

 

The simulation is performed based on the number of vehicle nodes with various 

parameters such as DR, FPR and DT using the above-said simulation settings. The results 

of the various parameters using three different methods are discussed in the next section. 

 

7. Results and Discussions 

The simulation results of proposed MORABC-AD technique and existing 

techniques namely GDVAN [1] and multi-layered game theory based intrusion detection 

framework [2] are described with various parameters such as DR, FPR and DT. The 

performance of proposed MORABC-AD technique is compared with the  existing 

methods using table and graphical results. 

 

8. Conclusion 

An efficient technique called MORABC-AD is developed to improve security 

during the data communication between the vehicles in VANET. Initially, the MORABC 

constructs a number of weak learners to classify the vehicle node as normal or attack 

based on the multiple objective functions. The MORABC uses the ANN as weak learners 

for performing the classification which uses the three layers. The Gaussian activation 

function is used at the output layer for classifying the node resulting in minimizes the 

detection time. The results of weak learner‟s are combined into a strong and assign the 

weight value. After that, the weak learners are reweighted based on the error value. 
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