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Abstract 

Ontology development is an incremental and iterative task. In that atmosphere, manual 

creation/maintenance of a user guide for an ontology will be difficult and require much effort for 

both ontologists and domain specialists. However,  maintaining a user guide documentation 

throughout and after the ontology construction process has many advantages   (discussed in the 

paper). Verbalisation (the process of converting technical encodings in an ontology to natural 

language) is the technical process that can be introduced to automate the user guide construction 

process. Existing verbalisation   mechanisms have numerous shortcomings. In this research, a 

novel verbalisation mechanism is introduced, addressing   existing shortcomings to facilitate the 

iterative and incremental growth of the user guide along with the ontology’s evaluation 
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1. Introduction 

Ontology construction is not a one-time task. It`s an iterative and incremental operation. Both 

domain specialists and ontologists need to work with the mutual realization to achieve the goal 

of an error-free ontology [1-2; 3-5].  If an ontology can be accompanied by a user guide, there 

are many advantages associated with it.  One such usage is the ability to utilize the user guide for 

knowledge verification. Ontology creation is an iterative and incremental task. Therefore, at the 

end of each iteration, an ontology increment will be produced. Each ontology increment will 

contain a specific set of axioms associated with the competency questions derived from the 

domain of concern  

[6-7].   

 

Suggested practice in collaborative ontology engineering principals is to cross-reference and 

verify the accuracy of the residing axioms of the ontology increment with the mutual 

involvement of the domain specialists and the ontologies.  Domain specialists, being non-

computing specialists, mostly will not be in a position to comprehend the RDF or the OWL 

versions of the ontology increments [1-2; 3-5]. Hence, if there is a mechanism available to 

convert the technical semantics residing inside the ontology increment to a comprehensible 

English language in the form of a user guide, domain specialists can examine the contents of the 

user guide and approve the accuracy of the knowledge embeddings of the ontology increment.  

Or else they can reject it and request for further refinements. This is a vital benefit which can be 

obtained from a user guide [6-7].   

  

Subsequently, if the latest user guide for the ontology increment version is available, ontologists 

can examine through it to determine the competency scope of it. This decision will be useful in 

determining the appropriateness of the current ontology increment for a differential purpose [6-

7].   

Likewise, there are several critical advantages available, if accurate user guide is available for 

the latest version of the ontology increment. But as aforementioned, ontology construction being 

an iterative and incremental operation, it`s not realistic to modify the user guide, manually to 
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synch with the latest version of the ontology increment. This will result in version mismatches of 

the latest ontology increment and the user guide. This can be pointed out as a critical problem, as 

it will hinder the derivation of the aforementioned advantages from the user guides.  

  

In this research novel algorithm is proposed to generate the user guides of the ontology 

increments in a fully automated manner with no need of any domain or schema associated prior 

configurations. This proposed algorithm ensures the generation of the user guide in human 

understandable English, despite the domain and schemata. The proposed algorithm is tested 

quantitatively and qualitatively for its accuracy 

 

2. Literature Review 

Verbalization is the process of converting technical encodings into understandable natural 

language (i.e. English). Verbaliser is the piece of software with that capability. After examining 

the existing verbalisers for the auto-generation task of the user guide, multiple shortcomings 

were found. Extensive configuration effort, statically mapping the verbaliser to the ontology 

schemata, and the need for semantic annotations for concept realisation are some of the critical 

bottlenecks associated with the existing verbalisers [14-16].  

a)  Shortcomings of the existing verbalisation process  

Technically, verbalisation is defined as the process of translating axioms defined in ontology 

to natural language [10-11]. Most of the existing verbalisation systems rely on the complex 

Natural Language Generation (NLG) pipeline to convert axioms into the natural language  

[17]. This is a complex technological pipeline where all the phases need to be accurately 

fulfilled to obtain an understandable natural language output. Namely, those steps are defined as 

content selection, discourse planning, lexicalization, aggregation, generation of referring 

expressions, and finally linguistic realisation [14].  

Among those steps, the discourse planning step is vital to achieve coherent verbalisation 

output. Discourse planning utilises the ‘Rhetoric Structure Theory (RST)’ for the coherent 

organisation of the text [18]. RST is based on the two main conceptions of nucleus and satellite. 

Nucleus represents the significant axioms associated with the considered domain, and satellite 

represents the associative properties linked with the nucleus that are required to elaborate the 

nucleus [18]. Therefore, if the identification of the nucleus and satellite did not occur in a domain 

specific manner, it will adversely affect the clarity of the verbalised contents [17, 19]. For that 

reason, there is a manual phase with the domain specialist and the ontology engineer to properly 

assign weights to the axioms defined in the domain considered. Afterwards, with the help of the 

pre-defined rule sets, it will automate the RST, assuring appropriate discourse planning, leading 

towards accurate and coherent verbalisation.  

The problem that arises is that the same verbaliser cannot be used for any other domain 

without doing the above defined prior configurations, which is referred to as a portal 

configuration. This makes a verbalisation-ready framework always become domain-dependent 

[14].  

   

The next restriction is the necessity of annotations to enrich the semantic realisation of the 

concepts in the knowledge model. Again, this requires additional effort from the ontology 

engineers, and in most cases relevant foundational de-facto standard meta-models are (i.e. Dublin 

Core, FOAF) needed to be incorporated in the knowledge model. This is because the existing 

verbalisation frameworks are configured to link with only the pre-defined annotated endpoints of 
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those de-facto standard meta-models. This poses an additional overload as well as acts as a 

modelling restrictor [15-16].  

  

As a final disadvantage, it can be pointed out that most of the existing verbalisers produce 

Control Natural Language (CNL) that resembles the assembly language and is not the colloquial 

English understood by laymen. Therefore, another Natural Language Processing (NLP) layer has 

to be introduced to overcome the barrier of converting technical English constructs to its 

colloquial format. One of the main causes for this is that the existing evolution of verbalisation 

has evolved to the level of Attempt to Control English (ACE), which is a form of Control Natural 

Language (CNL). In CNL, verbalisers attempt to extract the triple formulations in the ontology 

and convert them exactly into English, where the contextualised connectivity and colloquialism 

will be lost [20-22].  

That is the main reason for the verbalised output to look very primitive and the flow to seem 

inconvenient to interpret by the end-user. The most critical deficiency associated with verbalisers 

is that they are schema and domain specific [23-25]. Hence, it can be easily concluded that 

through the existing verbalisation mechanisms, the aforementioned research gaps of domain-

dependence, excessive human involvement associated with configurations and CNL less 

colloquialisms are not properly resolved.  

b)  Existing Systems  

  

i.  NaturalOWL [17]:  

NaturalOWL is one of the sophisticated Ontology Web Language (OWL) based verbalisation 

systems currently available. NaturalOWL is capable of working with any domain. But the most 

important prerequisite is, before using the NaturalOWL on a particular domain, it has to be 

configured. This is referred to as portal ontology configuration. The portal configuration of 

NaturalOWL needs to be conducted by a domain specialist via using a tool like Protégé. 

Therefore, there is an excessive skills bottleneck, hence the expert should be a domain specialist 

who is literate on semantic concepts as well. That is unless at least two human resources (i.e. 

ontologists and domain specialists) are utilised. The purpose of this portal ontology configuration 

is to make the NaturalOWL familiar with the domain specific natural language resources. This is 

not an easy process; hence the domain specialist needs to assign an importance score for the 

potential domain specific natural language resources.  

At the time of the verbalisation, NaturalOWL then uses appropriate lexicons to efficiently 

carry out the verbalisation task, unless the verbalisations generated are excessively complex, thus 

producing incomprehensible text.  

 NaturalOWL uses a NLG architecture as its backbone. It is a pipeline architecture with the 

series of processing steps of document-planning, micro-planning, and surfacerealisation. The 

requirement of the properly configured portal ontology becomes essential to perform each of 

these tasks in the pipeline effectively and to produce high quality verbalised English output.  

In literature, NaturalOWL is defined as a sophisticated verbaliser. But the configuration effort 

is very high, which acts as a trade-off decision in selecting NaturalOWL for the verbalisation 

tasks. The necessity of the current research problem is for a verbaliser capable of working in a 

domain and schema independent manner, with no human configuration effort. But as already 

elaborated, it can be concluded that NaturalOWL does not cater to the expectation of this 

research.  

ii.  LODE [26]  
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Live OWL Documentation Environment (LODE), created [26] is another popular tool capable 

of verbalising an ontology. More than a tool, this is a live web service. Therefore, if the end-user 

plans to use LODE for verbalising his/her ontology, that ontology must have been published and 

available on the web. This is because the input requested by LODE is a Cool-URI (Berners-Lee 

et al., 2015) of the ontology to be verbalised as introduced by [26]. The concept of Cool- URI 

[27] expects several criteria to be fulfilled by web resources. Tim-Bernes-Lee has declared that 

the resource must be available on the web; the URI used to encode the resource must be simple; 

it has to be stable, even ten years passed; and URI must be in a manageable structure [27].  

The pseudo-URL structure expected by LODE is in the form of 

https://w3id.org/lode/optionalparameters/published_ontology_url. Therefore, this could be 

pointed out as one restriction in using LODE, because the requirement of this research 

emphasises ontologies under development. It is a waste to upload an intermediate increment of 

the ontology to the web, as it is not the latest and accurate version. Additionally, it is 

irresponsible as it contributes to the untidiness on the web [28]. As another restriction, [26] point 

out the annotations such rdfs:comment, rdfs:label, owl:versionIRI, dc:publisher and other 

possible descriptive annotations must be filled with useful information in the semantic script of 

the OWL ontology.  

This is because LODE is programmed to extract information from annotation tags and 

represent it as the verbalised content using XSLT technology. Consequently, if the semantic 

script of the ontology does not contain annotation tags and explanations, it will adversely affect 

the verbalisation process of the LODE. Therefore, this acts as another restriction in deriving the 

potential use of LODE for the current research. Similarly, there are several other tools developed 

on top of the LODE such as OnToology [29] and Widoco [30] which also have the same set of 

issues.    

Need for the ontology resource to be available in the web and the necessity of additional 

annotations for semantic realisations can be regarded as glitches associated with LODE.  

iii.  MIKAT [31]  

Medical Imaging and Advanced Knowledge Technologies (MIKAT) is another verbaliser 

which can function only on the breast cancer domain, because this verbaliser is statically 

attached to the breast cancer domain ontology. Therefore, this verbaliser cannot have the facility 

to operate as a domain-independent verbaliser. Similarly, there are several other verbalisers such 

as [32] and [33] which are also statically attached to a fixed domain ontology and cannot 

function in a domain and schema in an independent manner.  

  

c)  Reflection  

Through the literature analysis conducted above, it is apparent that existing verbalisation 

mechanisms and tools are domain and schema dependent and they cannot be used repeatedly to 

generate the synchronised versions of the user guides of the iterative and incremental expansions 

conducted on the ontology under construction.  

Therefore, it is decided to experiment on the potential of using a chatbot to function as a 

verbaliser because chatbots are the ideal technology for colloquial statement generation which 

also coincide with the necessity of user guide generation for the ontologies.  
As already conversed, existing verbalization mechanisms based on RST and NLG principals 

have resulted in numerous complexities. Those shortcomings directed to seek for another new 

dimension which is appropriate to the layman comprehensible text generation to be included in 

the user guide. This paved the path to investigate more on chatbot technologies. Therefore, 
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initially multiple chatbot technologies are reviewed (refer Table 1) to find the best choice suited 

to the purpose of this research. 

 

As visible in Table 1 (below), among the technologies reviewed, most require a domain-specified 

training phase. This attribute makes those technologies tightly coupled with the relevant domain 

and extensive manual training effort also can be regarded as a trade-off. .IBM Watson has a steep 

learning curve; premium functionalities are costly and external integrations are challenging. 

Artificial Intelligent Markup Language (AIML) is the only technology that contains attributes in 

favor of the current research’s requirements. AIML lacks a data specific training phase. AIML’s 

Artificial Linguistic Internet Computer Entity (ALICE) bot derives its knowledge from AIML 

scripts [39]. If AIML scripts can be auto-generated, AIML’s ALICE bot can function as a 

domain and schema independent resolution. Additionally, AIML is easily expandable and 

external integrations are also very well supported. Considering all those outcomes, it is decided 

that AIML technology will be used as a chatbot mechanism for this research. An algorithm has to 

be introduced to automate the AIML scripts’ creation and alter its functionality to work as a 

verbaliser instead of a chatbot. Those aspects will be discussed in detailed in the forthcoming 

sections of this paper. 

 

 

Technology Remark 

 DialogFlow 

[34,35] 
 Training requirement is a dire constraint that needs human 

involvement for different contexts (done via manually typing 

potential phrases for the training) 

 Basis is on Machine Learning & domain specific training  

Makes it a domain-dependent solution, as a dataset will be 

domain specific 

 Regular expression for pattern matching support is not 

available 

 Advanced features are not freely available 

 Can integrate with only one web hook – interaction with 

external knowledge bases will not be an easy 
task. 

 RAZA[34] 
 Write domain specific stories – Manual training task. 

Makes it a domain-dependent solution, as a dataset will be 

domain specific 

 Training the dialogue model – Expose the domain specific 

user stories for training purposes 

 Complex and learning curve for the usage 

 Memory hungry technology – which will slow the machine 

performance 

 IBM Watson [36] 
 Integration with third party resources is difficult  

 Steep learning curve    

 Costly     

AIML / ALICE 

[37, 38] 
 No datasets required for training purposes  

 Intelligence is extracted from the knowledge scripts  – can be 
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auto-generated via axioms extraction  

from the ontology    

 Manual integrations and expansions are also supported   

ALICE contains a robust collection of AIML scripts to make 

the bot more intelligent  

 Freely available  

 Easy to use  

 A lot of potential for external integrations   

 Stimulus response model can be used to organize knowledge 

 Regular expression for pattern matching support is available    

   

Table 1 Chatbot technology comparison 

 

3. Methodology 

Design Science Research Methodology is used govern the flow of activities conducted 

throughout this research. The work-flow associated with the Design Science Research 

Methodology is depicted in figure 1.   

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Design Science Research Methodology 

 

As per the phases of the Design Science Research Methodology, initial step is to establish the 

awareness about the problem of concern.  Through a systematic literature review conducted, 

problem of concern is justified. Existing systems and their shortcomings were reviewed. 

Potential technologies appropriate for the development of a solution is reviewed as depicted 

above in table 1. Ultimately, as justified in table 1 Artificial Intelligent Markup Language 

(AIML) is chosen as the main medium for the development, amidst the other alternatives 

available. The high level work-flow of the proposed algorithm can be depicted as in figure 2. 
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Figure 2. High Level flow of the proposed algorithm 
The pseudocodes associated with the operations executed in each phase of the algorithm can be 

elaborated as mentioned below. 

 

 

 

Phase – I [Knowledge Extraction] 

 

Start 

Upload relevant RDF / OWL file of the ontology increment to be tested. 

Conduct format verification either as a RDF / OWL file. 

According to the verified format trigger the relevant RDF / OWL extraction logic. 

While [Until EOF] 

Extract class info from the ontology increment file. 

[Inheritance classes info / Disjoint classes info / Equivalent classes info and etc.] 

Extract property associated information from the ontology increment file 

[Data properties / Object properties] 

IF [Individuals Exists] 

Extract Individual specific properties [Data / Object properties] 

End IF 

Store extracted information in the relevant relations of the DB schema without violating 

the mapping sequences. 

End While 

End 

 

 

The first segment of the algorithm is responsible for the knowledge extraction. RDF or the OWL 

format of the stipulated ontology increment will be uploaded to the system. Henceforth, the first 

phase of the algorithm will execute and it will trigger the format specific extraction logic. 

REGEX (Regular Expressions) based extraction rules are written to extract each of the important 

semantic elements residing inside the ontology increment. The sematic elements could be the 

classes, inheritance relationship mappings and variety of class relationship mappings, data and 

object properties, individual specific properties and etc. Afterwards the extracted semantic 

elements are stored in the relevant relations of the database schema proposed to store the 

extracted information. A snapshot of the proposed database schemata is included in the figure 3 

below. 
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Figure 3. Database Schema 

 

 

 

 

 

 

 

Phase – II [Auto generate AIML template] 

Start 

Extract stored facts from the DB schema. 

Stow them separately in different array list objects. 

[One array list for inheritance mappings, another for disjoint mappings, another for data 

properties, another for object properties and likewise…..] 

Initialize and write the general structure of the AIML file 

<xml> 

 <aiml> 

Start appending extracted semantic elements as separate categories to the initialized AIML file. 

ArrayList<String> inheritenceMappingsArr=new ArrayList<> ()   // For example extracting 

inheritance mappings 

I=0 

While [I>=inheritenceMappingsArr.size ()] // Begin appending 

<category> 

    <pattern>Inheritance Class Infor </pattern> 

    <template> inheritenceMappingsArr.get (i) </template> 

 

</category> 

I++ 

End While 

Repeat the same process for all other semantic elements as well and append those as separate 

categories to the AIML file. 

Once writing of all semantic elements are completed in the AIML file: 

Close the AIML file 

</aiml> 

  </xml> 

End 

 

Second phase of the algorithm is responsible for the creation of the AIML template file 

associated with the ontology increment of concern.  In accomplishing this requirement, the 
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Google`s AliceBot engine`s code is customized. Originally Google`s AliceBot is functioning as a 

chatterbot based on the intelligence provided to it from the AIML template. Here, in this 

research, AliceBot`s AIML template is auto generated based on the contents extracted from the 

ontology increment. As already stated, originally AliceBot is a chatter bot.  Therefore, semantic 

element labels residing inside the ontology increment are submitted to the AliceBot engine as 

requests one after another. Then the AliceBot engine will extract the required intelligence from 

the relevant categories residing in the auto generated AIML template and the responses are 

generated. These generated responses are considered as the inputs for the verbalization process.  

 

 

Phase – III [Verbalization] 

Start 

Load AliceBot Engine 

ArrayList<String> verbaizedStoreArr=new ArrayList<> () 

Supply Semantic Element types as a request to the AliceBot Engine. 

While [Semantic Category Name == Semantic Element Request] 

 Traverse through the generated AIML template file. 

              VerbalizedStoreArr. add (Locate and extract semantic category specific AIML template 

contents – Flag value to denote the semantic element type) 

End While 

Verbalization of all the semantic elements are completed. 

I=0 

While [I > = verbaizedStoreArr.size ()] 

Iterate through the verbaizedStoreArr Array List 

String arrayVal [] =verbaizedStoreArr.get (I). split (‘-‘). 

iText PDF Report Plugging (arrayVal [0] ) 

I++ 

End While 

Generate the PDF version of the verbalized report via the help of the iText plugging.  

End. 

 

 

 

Final part of the proposed algorithm is responsible for the verbalization task. As specified in the 

pseudocode, when the residing semantic elements inside the ontology increment are submitted as 

label requests to the AliceBot engine, it will query the AIML template`s relevant categories. 

Consequently, information or literal explanations stored in between the template tags will be 

extracted as the responses and programmatically it will be stored inside a specially defined array 

list with a flag value associated.  This flag value is important for conditional verifications as 

necessary. Henceforth, using the split command the delimiter and the literal value or the response 

can be stored inside an array defined. Eventually, the extracted literal or the string response is fed 

as an argument to the iText PDF Report plugging for the verbalization report generation. 

This process will iteratively execute for all semantic elements residing inside the ontology 

increment. The final outcome of it will be the verbalization report which elaborates the axiomatic 

contents residing inside the ontology increment. The generated verbalization report should be 

similar to a report as depicted in figure 4.  
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Figure 4. Verbalisation Report 
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For the testing and evaluation process of the proposed algorithm, it was exercised in three 

different domains. The selected domains for the experiment were psychotherapy, law and marine 

biology. For each domain a pool of three people were introduced. They were two domain 

specialists and one ontologist.  

As the first step, all the teams were instructed to select a niche area of the associated domain and 

to brainstorm.  Henceforth, group working in the psychotherapy domain selected the cognitive 

behavioral therapy niche, and the law group selected the labor law niche and the marine biology 

group selected the corrals niche. Once these niche areas are confirmed, a brainstorming sessions 

were carried out and several competency questions were recognized. Eventually after multiple 

discussions within the team mates, first pre-conceptualized version of the ontology increment 

was derived with the involvement of the ontologists in each group of concern.  

 

Subsequently, the RDF / OWL version of the ontology increment was fed to the proposed 

prototype. Aforementioned algorithm was executed on the specific ontology increment and the 

technical encodings residing inside the ontology increment was converted into a human 

understandable user documentation. 

 

Henceforth, this user document was given to the two domain specialists whom were functioning 

in each of the groups for the verification of the knowledge embeddings. Practically, there could 

be instances, where the ideas conveyed by the domains specialists could have been 

misinterpreted by the ontologists. This could lead into glitches of the ontology increment 

constructed by the ontologist.  

 

But with this approach of deriving the user guide document associated with the respective 

ontology increment will allow a chance for the domain specialists to carefully verify, whether it`s 

the same notion which has been modeled by the ontologists. If the rationales proposed by the 

domain specialists and the ontologists constructions are tallying with each other, domain 

specialists can provide the sign off for the continuation to the next iteration. Unless, the located 

glitches need to be re-discussed with the ontologists and the ontology increment needs to be re 

modified accordingly.  This is a significant practical advantage provided for the domain 

specialists, for the verification of the accuracy of the knowledge embeddings residing inside the 

ontology increment under concern.  

 

4. Results and Discussion 

 

As elaborated in the methodology section, experiment was designed and carried out for the three 

domains identified. Experiment was continued for three iterations to ensure the validity of the 

results obtained. Work flow in figure 5 depicts the overall process followed in the experiment.  

 

In each iteration of the experiment, once the domain specialists approved the proposed structure, 

precision, recall and accuracy matrices were calculated. Rationale of true positives and false 

positives were used for this calculation.  
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If the contents in the generated user guide matches with the ideologies suggested by the domain 

specialists, those instances were considered as true positives. Unless those are recognized as false 

positives.  

Commencing from the initial pre-conceptualized version of the ontology increment, 

aforementioned accuracy matrices were calculated for all three domains under the investigations. 

Hence, those information were logged in the table 2. In each iteration, some new axiomatic 

knowledge elements were added to the previous version of the ontology increment. This will 

ensure, how the proposed taxonomical structures of the ontology increments were evolving as a 

one single consolidated unit.  

 

As depicted in the table 2, it was visible on the aspect of gradual escalation of the accuracy 

matrices. This confirms the evolution of appropriate gelling of the axiomatic embeddings 

introduced via proper taxonomic architectures.  

Without stopping from the quantitative analysis, as the next phase of the evaluation qualitative 

interviewing procedure was used. The interview session was conducted as a questionnaire guided 

operation. Foundations of the CCP framework was utilized in deriving the questions of the 

questionnaire used to govern the interview session.  CCP framework is a widely used mechanism 

for opinion segmentation. It allows assessors to look at a particular problem in multiple 

perspectives.  

 

Below table 3 depicts the mapping structure utilized in deriving the questions in association with 

the CCP framework guidelines.  Controlled interview sessions were conducted on the three 

domain specific groups. Questions mapped to the segments of the CCP framework were used to 

govern the flow the interview.  

 

The responses provided by the teams were also assessed, repetitive fragments were removed, and 

unique aspects were documents in table 4 below.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Reject 

Domain specific group 

formation 
Domain specific niche 

selection 

In group brainstorming  

Pre-conceptualized version 

of the ontology increment  

User guide generation via 

the proposed algorithm  
Verification for the accuracy 

by the domain specialists   

Decision 

Proceed with accuracy 

matrices calculations 

Revisions requested for the 

previous ontology 

increment 

Approved 

Initiate for the next iteration 
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Figure 5. Experimental work-flow 

 

Domain Iteration – 01 Iteration – 02 Iteration – 03 Averaged  

Psychotherapy Precision  0.84 Precision  0.88 Precision  0.93 Precision  0.88 

Recall 0.78 Recall 0.80 Recall 0.85 Recall 0.81 

Accuracy 0.85 Accuracy 0.88 Accuracy 0.91 Accuracy 0.88 

F-Measure 0.81 F-Measure 0.83 F-Measure 0.88 F-Measure 0.84 

 

Law Precision  0.77 Precision  0.81 Precision  0.85 Precision  0.81 

Recall 0.71 Recall 0.78 Recall 0.83 Recall 0.77 

Accuracy 0.78 Accuracy 0.80 Accuracy 0.82 Accuracy 0.80 

F-Measure 0.73 F-Measure 0.79 F-Measure 0.84 F-Measure 0.79 

 

Marine 

Biology 

Precision  0.80 Precision  0.82 Precision  0.85 Precision  0.82 

Recall 0.79 Recall 0.83 Recall 0.89 Recall 0.84 

Accuracy 0.83 Accuracy 0.85 Accuracy 0.88 Accuracy 0.85 

F-Measure 0.79 F-Measure 0.82 F-Measure 0.87 F-Measure 0.83 

 

Table 2. Accuracy matrices 

 

 

 

 

 

 

 

CCP 

Framework 

Perspectives 

‘Wh’ 

questionnaire 

term 

Mapping question 

Content {What} What is your opinion about the results provided by the proposed algorithm / 

prototype? 

What are the pros / cons you experienced whilst using this algorithm / 

prototype? 

What do you think about the inner workings of this prototype? [Technical – 

For ontologists] 

What is novel about this approach? 

Context {Why} Why do you think this type of a prototype is useful / not useful? 

Why do you think the provided results are accurate / not accurate? 

{Who} Who would be benefited from this suggested approach? 

Process {How} How could this prototype / process assist ontology construction? 

How could this prototype / process assists ontology verifications? 

Table 3. Questionnaire mapping 

 

 

CCP 

Framework 

Perspective

s 

‘Wh’ 

questionnaire 

term 

Questio

n 

Number 

 

Content {What} 1.  Concepts residing in the ontology were accurately verbalized. 

Mapping sequences are also correctly and textually depicted. 

Meaning of the concepts were verbalized in layman terms.  
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Hyperlinked structures available to easily traverse between 

concepts and verbalized elaborations.  

OWL / RDF specific technical encodings are accurately 

verbalized to natural language 

2.  Can use with any domain, with no configurations. 

No training phases, before verbalization. 

Legible verbalized output. 

Layman friendlier verbalized output 

Execution time is quite high for larger ontologies. 

At the prototype level verbalized outputs are satisfactory, but 

there is more room for further enhancement 

  3.  Comprising off with only 03 main modules, such as extraction, 

template generation and verbalization.  

Semantic element names are supplied to the AliceBot engine as 

requests. 

Generated response is configured to be produced as a PDF report 

Rather than developing a complete new module, AliceBot engine is 

used to trigger the verbalized response, which enforces re-usability 

of available technological resources.  

4.  Algorithm to auto generate the AIML template, as per the semantic 

contents in the ontology increment. 

Domain and Schema independent fully automated verbalization 

Context {Why} 

 

 

 

 

5.  As a user guide to ontology increments. 

To determine the scope of the ontology, for a differential usage. 

To verify the accuracy of the knowledge embeddings included to 

the ontology increment. 

 6.  After comparing the contents in the generated user guide against 

the domain specialist’s ideologies, resembling relations are 

identified.  

 {Who} 7.  Domain specialists will get the opportunity to verify the knowledge 

embeddings included by the ontologists. 

Ontologists will be benefited from the feedbacks provided by the 

domain specialists via cross referencing the contents in the 

verbalized report. 

Ontologists who are seeking for potential ontologies for differential 

purposes will be benefited  

Process {How} 8.  Knowledge sharing 

As a brainstorming platform 

Collective ideology formation 

9.  Knowledge embeddings verification in ontology increments.  

Collective ideology formation 

Table 4. Response clusters 

 

For the integration of the qualitative and quantitative outcomes, iterative framework was used. 

Iterative framework is very useful to methodically determine the efficacy of the conducted 

research.  Below tabular structure denotes (i.e. table 5) the application of the iterative framework 

to this research.  
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Table 5. Application of iterative framework 

 

 

5. Conclusion 

Introduction of a user guide to an ontology has bilateral advantages. Technical contribution is the 

novel algorithmic process introduced for the verbalisation, which can function with no extensive 

human involvements. The specialty of the proposed algorithm is, it can work in a domain and 

schema independent manner without the need of special manual configurations. Hence, it will 

greatly facilitate the workload of both the domain specialists and the ontologists. 

 

Other contribution is the application level impact elicited by the fully automated construction of 

the user guide. This user guide is ontology increment specific and verbalized in human readable 

natural language (i.e. English). This user guide can be used to cross-validate the knowledge 

embedded inside the ontology increment under construction. This will facilitate the role of the 

domain specialists and ontologists via timely synchronizing both the parties in a collaborative 

ontology construction environment. 

 

Though it was attempted to compare the proposed algorithm with existing approaches, it was not 

feasible to locate an existing domain and schema independent verbalisation algorithm. 

 

Most of the existing verbalisation algorithms had the weaknesses of domain and schema 

dependency. Additionally, majority requires extensive human involvement for the 

configurations. In that sort of an atmosphere, the proposed algorithm can be emphasized as a 

significant novel contribution.  

 

The intension of this research is not to merely verbalise existing ontologies. But to effectively 

blend, both domain specialists and ontologists to improve the efficacy of the collaborative 

ontology construction process. 
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