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Abstract: 

Fast relevant informational retrieval from the database is a significant issue. There are so many different techniques to 

address this issue. Here clustering is one of the technique for fast information retrieval. This paper focuses on the study of 

different constraints that are applied to the data sets to cluster the data. In brief overview we discuss the Partitioning, 

Hierarchical, Density Based, Grid Based and Model Based clustering algorithms with their constraints. 
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I INTRODUCTION 

Clustering is a process of splitting or dividing or grouping the data into a group of similar/Homogeneity objects. Each 

cluster or group consists of objects that are similar to one another and dissimilar/non- homogeneity to objects in other 

groups.   

The objects similarity is measured using a similarity function. In classification, the objects are assigned to predefined 

classes, whereas in clustering the classes are also to be defined. 

Clustering algorithms are used in various verticals like pattern recognition,artificial intelligence, information technology, 

medical, machine learning, image processing, biology, psychology, Financial, telecommunication, libraries, insurance, 

city-planning,earthquakes, www document classification and banking. 

In data mining different approaches are there to discover the properties of data sets and machine Learning is one of them. 

Machine Learning is a sub-field of data science that focuses on designing algorithms that can learn from and make 

predictions on the data. Machine learning includes Supervised Learning[1] and Unsupervised Learning methods[2]. The 

Machine Learning Classification is given in the Table 1. 

 

Table 1: Machine Learning Classification 

Unsupervised Learning  Supervised Learning 

Clustering Classification Regression 

 

The Differencesbetween supervised and Unsupervised Learning is tabularized in Table 2. 

Table 2:Supervised Learning and Unsupervised Learning 

S. No Supervised Learning Unsupervised Learning 

1. Used to Group and interpret 

data based on input data. 

Used to Develop and predict model 

based on both input and output data. 

Unsupervised methods actually start 

from unlabeled data sets, so, in a way, 

they are directly related to finding out 
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unknown properties in them (e.g. 

clusters or rules). 

2. Known number of classes Unknown number of classes 

3. Based on Training Set No Prior Knowledge 

4. Used to classify future 

observations 

Used to understand (Explore) data 

 

Clustering: 

Clustering (unsupervised data mining technique) is a process of splitting or dividing or grouping the data into groups of 

similar objects. Each cluster or group consists of objects that are similar to one. 

  

Data mining is the process of extracting data from the data sources (Files, Data bases and data ware house). Anomaly 

detection, association rule learning, classification, regression, summarization and clustering are the activities of Data 

mining.The Clustering Stages are shown in the Fig 1. 

 
Clustering Requirements in Data mining: 

 Scalability 

 Ability to deal with different types of attributes 

 Discovery of clusters with arbitrary shape 

 Minimal requirements for domain knowledge to determine input parameters 

 Able to deal with noise and outliers 

 Insensitive to order of input records 

 High dimensionality 

 

Classification: 

It is a data mining function that assigns items in a collection to target categories or classes. The goal of classification is to 

accurately predict the target class for each case in the data. For example, a classification model could be used to identify 

loan applicants as low, medium, or high credit risks [3]. 

 

Regression: 

Regression is a data mining technique used to predict a range of numeric values (also called continuous values), given a 

particular dataset. Regression is used across multiple industries for business and marketing planning, financial forecasting, 

environmental modeling and analysis of trends[4]. 
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II LITERATURE SURVEY 

Many researchers contributed their work in the clustering. The different research papers and their methods are given in the 

Table 3.  

Table 3 Research Papers, Authors and Method 

S. 

No 

Research Paper Authors Clustering Type 

1. Partition Level Constrained Clustering Hongfu Liu, 

Zhiqiang Tao 

and Yun Fu 

Partitioning[5] 

2. A Study of Hierarchical Clustering 

Algorithms 

SakshiPatel, 

ShivaniSihmar 

and AmanJatain 

Hierarchical[6] 

 

3. An Effective Algorithm based on 

Density Clustering Framework 

Jianyun Lu, 

Qingsheng Zhu 

Density Based[9] 

4. A Grid Based Clustering Algorithm Qiang Zhang Grid Based[10] 

5. Model-based Clustering with Soft 

Balancing 

Shi Zhong and 

Joydeep Ghosh 

Model Based[11] 

6 Agglomerative hierarchical clustering 

technique for partitioning patent 

dataset 

Smarika, Nisha 

Mattas, Parul 

Kalra, Deepti 

Mehrotra 

Unsupervised [7]. 

7 K- Means clustering J MacQueen Unsupervised[13] 

8 Parallel k/h-Means Clustering for 

Large Data Sets 

Kilian Stoffel 

and Abdelkader 

Belkoniene 

Unsupervised[14] 

 

Partitioning Based Clustering 

Partitioning based clustering algorithmsimply divides a set into various subsets called as partitions or sub clustersor non-

overlapping subsets (clusters) such that each data object is in exactly one subset. Each cluster or group is represented by a 

cluster centroid. Partitional Clustering is also called ascentroid based clustering algorithm oriterative relocation algorithm. 

The algorithm runsfor many iterations relocating data points between clusters with different starting statesuntil a specific 

criterion is satisfiedto get best clusters. 

K- Means clustering was proposed by J MacQueenin 1967. It is very popular and simple clustering algorithm which 

divides the data in to k clusters [13]. This algorithm consumes less computer resources. K- Means clustering can be used 

for prediction, grouping the similar items. 

Kilian Stoffel et al. proposed Parallel k/h-Means Clustering for Large Data Sets which is a parallel version of the original 

K Means clustering algorithm[14]. 

The globalk-means clustering algorithm is another flavor of K means algorithm which was proposed by Aristidis Likas et 

al.[15]. It is an incremental version of the K Means algorithm. It is an efficient algorithm in view of the output and 

requires less computational infrastructure. 

David Arthur et al.introduced new K Means algorithm known as KMeans++. This algorithm focused at 

minimization of average squared distance between points in a cluster [16]. 

Partition Around Mediods (PAM) is developed by Mark Van der Laanet al. [18] in 1987. It is based on classical 

partitioning process of clustering. The algorithm selects k-medoid initially and then swaps the medoid object with non 
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medoid thereby improving the quality of cluster. This method is comparatively robust than K-Means particularly in the 

context ofnoise or outlier. 

Clustering Large Applications(CLARA) proposed by Kaufman et al.[17] is an extension to k-medoids (Partition Around 

Mediods) methods to deal with data containing a large number of objects (more than several thousand observations) in 

order to reduce computing time and RAM storage problem. This is achieved using the sampling approach. 

Raymond T. Ng and Jiawei Han proved that their Clustering Large Applications based on RANdomized Search 

(CLARANS)clusteringalgorithm is more powerful than PAM and CLARA. CLARANS is based on the randomized search 

which is used when the numbers of objects are more in number [19]. 

 

Hierarchical Based Clustering 

A hierarchical method calculatesa nested partition of the objects resulting in a tree of clusters. Hierarchical based 

clustering consists of two types. They were agglomerative anddivisive. TianZhang et al. proposed a novel and robust 

clustering algorithm that is known asBalanced Iterative Reducing and Clustering Using Hierarchies (BIRCH). This 

algorithm is most suitable for clustering the large datasets [20]. In all aspects like execution time, memory requirement, 

quality of clustering, scalability is better than other clustering algorithms.Clustering Using REpresentavives (CURE) is 

another best clustering algorithm which is used for clustering the very big databases. CURE is developed by combining 

two techniquesrandom sampling and partitioning[21].ROCK (Robust Clustering using links) is a Hierarchical Based 

Clustering algorithm. ROCK’s clustering quality is better than existing clustering algorithms [22]. 

CACTUS (Clustering Categorical Data Using Summaries) is another clustering technique proposed by Venkatesh Gantiet 

al.used for clustering the categorical data. In this the clustering process takes less time and it can be applicable for any 

size of data [23]. 

Shared Nearest Neighbor (SNN) clustering algorithmcan be applied on the data which is having high density. This 

algorithms best works on the data with unstable density [24]. 

 

AgglomerativeClustering: 

It is a bottom up approach.An agglomerative algorithm start with each object in an individual cluster and then try to merge 

similar clusters into larger and larger clusters (called agglomerative or bottom up),iteratively merges clusters together 

until a stopping criterion is satisfied so that all items belong to one cluster [7]. 

 

Divisive Clustering:  

It is a top down approach. Divisive algorithm begins with one cluster and then split into smaller clusters (called divisive or 

top down), iteratively merges clusters together until a stopping criterion is satisfied so that all itemsbelong to onecluster 

[8]. 

 

Density Based Clustering: 

Density based clustering algorithm begins with each data point in a cluster. At least aminimum number of points must 

exist within a givenradiusand these points grouped into a cluster and other points are classified as noise.Density based 

clustering algorithm can be implemented using different constraints to separate Data objects based on connectivity, 

boundary or their region. 

Ester et al.proposed a new Density Based Clustering called as DBSCAN. This algorithm is best suitable for huge data sets 

and which are noisy [25].  

Karin Kailing et al. worked on SUBspace CLUstering (SUBCLU) algorithm which is used to cluster the subspace data. It 

is a very efficient algorithm than DBSCAN[26]. 

Density Based Clustering (DENCLU) Algorithms which is used to cluster the multimedia data sets which are affected 

with lot of noise [27]. 
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DENCLU-IM is improved version of DENCLU algorithm which does clustering very fast than DENCLU algorithm [28]. 

The data point classification is given in Table 4. 

 

Table 4: The data point classification 

S. No Type of Data Point Details 

1 Core Points Points that lie inside the cluster are called as core points.  

2 Border Points Other than core points,these points lie in the neighborhood of core 

points. 

3 Noise Points A noise point is any point that is neither a core point nor a border 

point. 

 

Grid Based Clustering: 

Grid Based clustering algorithm divides the space into finite number of cellsand all operations are then performed on the 

quantized space.Grid Based clustering techniques are mostly used in spatial data mining.InGrid Based clusteringalgorithm 

the data is divided into a gridrather than objects space. Grid methods can deal with non-numericdata more easily. 

 

Grid Based Clustering Process 

1. Create the grid structure by partitioning the data space into a finite number of cells. 

2. Assign to the appropriate grid cell and compute the density of each cell. 

3. The cells are eliminated based on the condition if density value is below the threshold value. 

4. Form clusters from contiguous (adjacent) groups of dense cells which lead to minimization of objective function. 

 

MAFIA (Merging of Adaptive Finite IntervAls) is one Grid Based Clustering algorithm which is used to cluster the 

subspace data. This algorithm used Adaptive calculation in clustering process. It works like bottom up algorithm [29]. 

BANG (BAtch Neural Gas) is a clustering algorithm which does the clustering based on the pattern values based on 

neighbor search algorithm [30]. 

The first subspace clustering algorithm is CLIQUE (Clustering IN QUEst) is developed by combining the two clustering 

techniques (density based and grid based clustering techniques) [31].  

 

Model Based Clustering 

Model based clustering algorithm tries to optimize the fit betweendata and the models and itbuilds clusters based on 

similarity (High or Low) with a high level of similarity within them and a low level of similarity between them. That is 

high level similarity in one cluster and other with low level similarity to other.Similarity measurement is based on the 

mean values and the algorithm tries to minimizeerror function.  

 

III CONCLUSION 

This survey focused on different research techniques applied on clustering. So the final conclusion isefficiency of the 

clustering algorithm depends on the constraint used in the clustering algorithm as well as the type of clustering method 

used. 
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