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ABSTRACT

In fuzzy linear algebra, the concept of eigenvalues and eigenvectors (E. Values and E. Vectors) plays
a vital role. In order to build up the linear space we set up in this paper, the similarity relations, E.
Values and E. Vectors of m-polar fuzzy matrices (mPFMs). Here, we discussed idempotent, row and
column diagonally dominant and spectral radius of mPFMs. In addition, a few properties and results
of E. Values and E. Vectors of mPFMs are proved.
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1.Introduction

Fuzzy sets were developed using continuous parameters to solve problems related to vague and
uncertain real life situations were demonstrated by Zadeh [9] in 1965. Problems related to networks
that demand intuitive data analysis technique were solved by interval valued fuzzy sets introduced
by Zadeh [10]. The limitations of traditional model were overcome by the introduction of bipolar
fuzzy concept in 1994 by Zhang [11, 12]. This was further improved by Chen et al. [2] to m-polar
fuzzy set (mPFS).

Related to fuzzy matrices, a lot of works are accessible for E. Values and E. Vectors [1, 3,
4]. Although, their procedures were not appropriate for all types of matrices and these are extremely
difficult methods. Really, it is hard job to compute E. Values and E. Vectors for a fuzzy matrix. A
few researchers tried to compute out the E. Values and E. Vectors to script matrices as per rules of
introducing a-cut method [7, 8]. Using max-min and min-max operations Mondal and Pal [6] found
the E. Values and E. Vectors to the bipolar fuzzy matrices. But, in fuzzy concept m-values are
suitable. In viewing this state in mind we are flexible to compute out that E. Values and E. Vectors
those m-values and lies in [0, 1].

In this paper, we have used the max-min operation in the equation QX =AX or XQ =4X

to compute A and X . This is reasonable and usual in fuzzy situation. This is the first endeavor to
compute Aand X by means of max-min operation to mPFMs.

2. Preliminaries

An m-polar fuzzy set (mPFS) is most familiar and extension of fuzzy set with more than two
membership values. In this section, a few fundamental notions of mPFS are introduced. Also some
necessary binary operations like +, -, x on mPFSs are specified.
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Definition 1. An m-polar fuzzy set [mPFS] M. in X is an object of the form

M. :{(s, wi(8) W, (), ¥ (9) )} where v, ¥,y : X —=[0,1] are m functions.
Definition 2. Leta, Be M., where a=(a, @, a,) and B=(B, B, B,) then the
equality of « and B can be defined as o, = f,, ¢, = f3,, ---, &, = 3, and it is denoted by a = 3.
Definition 3. Let 7, y e M. where 7 =(z;, 7,,+, 70 ), ¥ = (V11 Vorro2 V) @Nd 7y, 7,000, 7
and 7, 7., 7y €[0, 1] then
The disjunction of z and y is denoted by z + » and is given by
4y =(t, T T ) (Vs Vor s V)

= (max{z,, ,},max{z,, ,} -, max{z,, 7n}) =(GV 1T Vo0 T VI )-
The parallel conjunction of z and y is denoted by 7 .y and is given by
.y = <71! TZ’“"Tm>'<]/l’ 72""r7m>

=(min{z, p,},min{z,, y,},--.min{z,, 7. }) =(G AN T A2 T0 AV )-
Definition 4. Let U, and U, be two universe of discoursesand X = {z = (7, 7,,--,7,,)|r €U, },
Y = {;/ = <7/1, 72,'-',}/m>|7/eU2}be two mPFSs.
The Cartesian product of X and Y isgivenby X xY ={(z, )|r €U, and y €U, }.

Definition 5. An m-polar fuzzy relation (mPFR) between two mPFSs X and Y is defined as a mPFS
in XxY. If Ris a relation between XandY, zeXandyeY, and if

v, (7.7).w,(7.7),,Wn (7, 7) are the m membership values to which  is in relation R with y,
then v = (¥, Wy, Wy ) €R.

Definition 6. Let 7, y € M. where 7 = (7;, 7,,-++,Ty), ¥ = (14, V201 V) then 7 < y iff
LSV, SV Ty SV e, Ty iff c +y=yp.

Definition 7. Let M beanmPFSon X andlet 7, y e M, where 7 = (7, 7,,--, 7, ) ,

7=y Vo V). then o <y iff < yandz = y.

Definition 8. An m-polar fuzzy matrix X = [<th 200" X >] is a matrix on fuzzy algebra.
The zero matrix O, is a square matrix of order r in which each elements are O, = (0, 0, -+, 0)
and | isan identity matrix of order r whose elements of the diagonal are i,, = (1.0, 1.0, ---, 1.0)
and the non-diagonal elements are O, = (0, 0, -+, 0).

The set M, is the set of rxk rectangular mPFMs and M, the set of r xr matrices.
From the definition, we have if Q =[q, ] , €M, then g, = <q]1k G, o+ Oy > e M, , where

O+ i, o> i, e[O, 1] are the m -membership values of the element ¢, respectively.
The operations on mPFMs are as follows:

Definition 9. Let U =[u, ],V = [Vlk] S Mth be two mPFMs. Therefore, U, , v, € M., then

U+V =[u +Vi ], [ max{uzlk Vs, } max{umlk, Vin }ﬂt and
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UV = [u, v ], = [<min{uhk,v]1k}, min{uzlk, Vzlk}' ...,min{umlk, Vo }ﬂ

Definition 10. Let U = [u, ]e My, V =[v, ] € M, be two mPFMs. Therefore, Uy, v, €M, then

R h
ver - (Zulq 'quj
9=1 txg

txh

3. m-Polar fuzzy vector space

The theory of fuzzy vector space was first proposed by Katsaras and Liu [5]. Some elementary
concepts of m-polar fuzzy vector space (mPFVS) in terms of mPFA were given below.

Definition 11. An m-Polar fuzzy vector (mPFV) is an m-tuple [V, V,, ---,V,, ]where each element
v,eM_, 0<i<m.

Definition 12. An m-Polar fuzzy vector space (mPFVS) is an ordered pair (F, M (v)) , where F
is a vector space in crisp sense over the real field R and M : F — ([0 l]m) is the m-polar fuzzy
membership mapping with the property that forall p, ge Rand |, k € F , we have

M, (pl+0K) = M, (1) A M, (K),M, (pl +gk) = M, (1) AM, (k) M, (pl +gk) = M, (1) AM,, (k).
Example 13. Let S, denote the set of all m-tuples [a,, &,, -, &, Jover M . An element of S is
called a mPFV of dimension m. For a =[a, &,,---,a,] and b =[b,b,,---,b ]in S, the
following ~ operations ~ addition  (+)and  multiplication () are defined as
a+b=[a+b, a,+b, ---,a,+b €S, andforany leM_, la =[la, la,,---,la,]€S,.
The set S, together with these operations of component wise addition and scalar multiplication is an
mPFVS over M , as the scalars are restricted in M .

Definition 14. Let S™ = {ut |u € Sm} where U' the transpose of the vector u. For a, be S™ and

e M. we define Ib = (Ibt)t, a+b =(at +bt)t. Then S™is an mPFVS. If the order of S, is

1xm , it is a row vector and the element of S™ is called column vectors. Further, S_ =~S™.

4. Similarity relation on m-polar fuzzy sets

The reflexive, symmetric, transitive relations on mPFMS were established and proved below.
Let R(X, X) bean mPFRonaset X . Let y;, ¥y, -, : X xX —[0,1] be the
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membership functions and M be an mPFM with respectto R .

Definition 15. If all the diagonal elements of the matrix M are i, = (1.0, 1.0,---,1.0),

e,y (L) =w,(I,1)=--=w,(I,1)=1.0 forall | € X then R(X, X)is reflexive.
Definition 16. If the transpose of M isitselfi.e., w; (I, k) =w; (K, 1),w, (1, k) =y, (k, 1),
v (1K) =y, (k 1), forall I, k e X then R(X, X )is symmetric.

Definition 17. If Mg > M2 ie., y; (1, k) = max {min{yxl(l, p), v, (P, k)}}

‘//z(lv k) = max,,_y {min{‘//z(lv p)1 l//z(p1 k)}}1 Ty
v, (1, k) > max {min{z//m (I, p), wu (P, k)}},for all (1, k) e X x X then R(X, X)is transitive.

Definition 18. The relation R(X, X )is similarity relation iff R(X, X )is reflexive, symmetric
and transitive.
Proposition 19. Foran mPFM Qe M, Q is reflexive if Q> 1 .

Proof. Since Q > 1, we have all the elements of diagonal of matrix Q are i, = <1.0, 1.0,---,1.0>
. Therefore the matrix Q is reflexive.

Definition 20. Let Q = [qlk] = [<q]1k, Uy, + s Oy, >]e M, be an mPFM. Then we discuss the
following mPFSs:

Nature of Q Condition

Reflexive Q1.

Weakly reflexive Oy =0y forall 0<1, k <m.
Symmetric Q=Q".

Idempotent Q = Q2.

Transitive Q’<0Q.

Proposition 21. Let Q € M, be a reflexive mPFM. Then

i. Q" is reflexive mPFM,

ii. Q" is reflexive mPFM for some ne N,

iii. QR=R for ReM,,,

iv. RQ=R for ReM,,,

V. QR and RQ are reflexive mPFMs if R is reflexive,

vi.  QQ"and Q'Q are reflexive mPFMs

Proof. i) Since Q is reflexive and all of its diagonal elements are i, = <1.0, 1.0,---,1.0> , we have
the diagonal entries of Q" arealso i = <1.0, 1.0,---,1.0>. Hence QT is reflexive.

i) Since Q is reflexive, Q> 1, we have Q* > Q > I, . Continuing in the same way, we have
Q">Q"'>--->Q*>Q=>1_ forany neN.So Q" is reflexive.

iii) If Q> 1_then QR>1 R = QR>R.

iv) Also RQ>1 R or RQ>R.
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v) AsQ isreflexive, Q=1 ,wehave QR 2 R > 1, and RQ 2 R > 1, .So QR and RQ arealso
reflexive.
vi) Clearly from i) and v), we have QQ" and Q'Q are reflexive.
Proposition 22. A matrix Q € M, is idempotent if it is both transitive and reflexive.
Proof. As Qs reflexive Q> 1., we have Q> >Q=>1_. Q)
And Q is transitive implies Q> < Q. (2)
From (1) and (2), Q* = Q.
Hence Q is idempotent.
The converse of the above proposition is not true as shown in the below example.

(0.3,0.5,02) (0.3,0.5,0.2)
(0.3,0.5,0.2) (0.3,0.5,0.2)

Hence Q is not reflexive. But

, [(03,0502) (0.3,0502)] 5[(030502) (03 05,0.2)
0 {(o.s, 0.5,0.2) (0.3 0.5,0.2>} {(o.s, 0.5,0.2) (0.3, o.5,o.2>}

(0.3,05,02) (0.3,05,0.2)
{(o.& 0.5,0.2) (03,05,0.2)

Proposition 24. If W and Y are two symmetric mPFMs in M such that WY =YW, then WY is

symmetric.
Proof. It is obvious from the above definitions.

Proposition 25. If W and Y are two transitive mPFMs in M such that WY =YW, then WY is
transitive.
Proof. Since W and Y are transitive, W? <W and Y? <Y .

Now (WY )° = (WY )(WY ) =W (YW )Y =W (WY )Y = (WW)(YY ) =W?Y?,
ie, (WY )2 < (WY) Hence WY is transitive.

Example 23. Let Q = { } not greater than or equalsto I, .

} =Q.i.e, Q isidempotent.

Remark 26. If W is a transitive mPFM in M, then W ¥ is transitive for any ke N .
Proposition 27. If Q =[q,]= [<q]1k, O, "+ Oy, >] e M, is symmetric and transitive, then
Oy <qy for 0<I, k <m.

Proof. Since Q is symmetric [q, | = [g4]forall 0 <1, k <m. Alsosince Q is transitive Q* <Q

ie, Q> Q% Thusfor je{l, 2 -, m},q, > max{min (. qjk)} forall I, k,
J
e, q > m?x{min (ay. ay )} for | = k for each |

>min (0, gy )for j = k foreach I.
This implies that g, > q, [Since g, = Q]

5. Eigenvalues and Eigenvectors of m-polar fuzzy matrices

In many areas, E. Value problems play a major role. These concepts are very helpful in mathematical
modeling of real situations. For instance, the natural frequencies and normal mode shapes in free
vibration of a two mass systems related problems, the axes of principal in elasticity and dynamics,
the Markov chain rule in the modeling of stochastic and in queuing theory, and in the process of
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analytical hierarchy for decision making, etc. all give up using E. Value problems.
In this section, E. Values and E. Vectors of an mPFM using max-min operation is defined
and some of its properties are studied.

Definition 28. Let Qe M, and a scalar A = (4, 4,,---,4,)€M_ is an E. Value of Q and a

vector X =0 is a row (column) E. Vector of Q if XQ =AX (QX = AX), X iscalled an E.
Vector with respect to the E. Value A.

Theorem 29. If Q =[q, | = [<qjik, O, " Ol >] is a square mPFM of order m , such that
Oy =0y =-"=0 =0, = =0, =0, (say) where 0 <1<m.Then q,isanE. Value

with respect to the column E. Vector [0 Ops **ylpy *+ O ]T eS™, where

m?! “m?

=<LQ10,~J0>bementhy
i om]T = (Y, ) € S" (say). Then

m1'

Proof. Here X = [0 0., -,

qujyjl _om_ _Om_
=t

m On m

0, Y, :
QX = JZ—; 2 = =0y
qll Im

D GnYi | [0n ] | O
i1 ]

[Since I_th entry

qujyjl =00y + 0y -0 +--- 40 'im+"'+Q|m'0m =0y -0y + 0y Oy +---+0Qy 'im"'"""qn "0y, .]
j=1

Therefore, QX = q, X

Hence ¢, is an E. Value with respect to the column E. Vector [0,,, 0,,, i, - 0,,] €S™.
<0&Q403><000000><0&0Law
Example 30. Let Q=(05,04,06) (0.5 0.6,0.8) (0.6,0.4,0.1) |and
(0.3,0.4,02) (0.0,0.0,0.0) (0.8, 0.7,0.1)
(0.0, 0.0,0.0)
X = (1.0,1.0,1.0) |.
(0.0, 0.0,0.0)

(0.3,0.4,0.8) (0.0,0.0,0.0) (0.8,0.10.7) (0.0, 0.0,0.0)
ThenQX =| (0.5, 0.4,0.6) (0.5,0.6,0.8) (0.6,0.4,0.1) | ©|(1.0,1.0,1.0)
(0.3,0.4,0.2) (0.0,0.0,0.0) (0.8,0.7,0.1) (0.0, 0.0,0.0)

(0.0, 0.0,0.0) (0.0, 0.0,0.0)
= (05, 0.6,0.8) | = (0.5, 0.6,0.8)| (1.0,1.0,1.0) | = (0.5, 0.6,0.8) X .
(0.0,0.0,0.0) (0.0,0.0,0.0)

Thus, <0.5, 0.6,0.8> is the E. Value of Q with respect to the column E. Vector X .
From Theorem 29. and Example 30. , we have the following
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Note 31. Let g, :<qjﬂ, qzu,--~,qm”>, a=(a, a -, a,) €M andif g, <a ie., if g <

, Oy, <, and g, <a,then [0, 0., iy, - 0.] = a[o,, 0y, iy, -0, ] €S™ arealso
E. Vectors with respect to the same E. Value ¢, for any scalar ¢ € M. So it is observed that E.
Vectors with respect to the same E. Value are not unique.

Theorem 32.1f Q =[q, ] = [<qu O, "+ O, >] is asquare mPFM of orderm such that
Oy =0, ="=0,4 =0 ;s = -~ =0, =0, (say)where 0 <|<m.Then q,isanE. Value
0,]€S,, where i, = <1.0, 1.0,--,1.0) be

the Ith entry. In addition, g, <« for some o€ M, then a[o (CNREEE

m?! “m?

with respect to the row E. Vector [om, 0,

S
i, -+ 0,] €S, arealso

E. Vectors with respect to the same E. Value g, .
Proof. Here X =[0,, 0, -*-,iy, === 0,] = (¥y ) €S, (say). Then

Q=|:Zyqujl Zyqujz zyqujm:|
j=L j=1 j=1

:[om, 0m1 e,
[Since Ith entry

Iy <+ O ]= Gy [0y Oy o+, <+ O]

Zyqujl = Oy Oy Uy Oy oo+ Gy iy 4+ Gy 0y =0y Oy + Gy -0 -4y -y +-+-+Gy -0, ]
j=1

Therefore, XQ = q, X
Hence g, is an E. Value with respect to the row E. Vector [0,,, 0, -*+,i,, -+ 0,]€S

m? ~¥m? m

(0.2,0.1,0.8) (0.4,0.6,0.7) (0.8,0.9,0. 9)
Example 33. LetQ = (0.0, 0.0,0.0) (0.4, 0.3,0.8) (0.0, 0.0,0.0) |and
(0.5,0.2,0.4) (0.8,0.9,0.8) (0.2,0.2,0.2)

X =[(0.0,0.0,0.0),(1.0,1.0,1.0), (0.0, 0.0,0.0)].
Then XQ =[(0.0, 0.0,0.0) (1.0, 01.0,1.0) (0.0,0.0,0.0)] ¢

(0.2,0.1,0.8) (0.4,0.6,0.7) (0.8, 0.9,0.9)
(0.0,0.0,0.0) (0.4,0.3,0.8) (0.0,0.0,0.0)
(0.5,0.2,0.4) (0.8,0.9,0.8) (0.2, 0.2,0.2)

=(0.4,0.3,0.8) X .
Thus, (0.4, 0.3,0.8) is the E. Value of Q with respect to the row E. Vector X .

m*

Theorem 34.1f Q = [qlk] = [<qu sy Oy >] is a square mPFM of order m such that

Oy =0y =+ =0, =A20q, forall 0<I, k<m.Then 2isanE. Value with respect to the

column

E. Vector [iy, iy, =+~ i, - iy €S™. Inaddition, 2 < forsome ac M, then

(i iy, o0, -+ iy | €S™ are also E. Vectors with respect to the same E. Value 4.

Proof. Since @y =, = =q,=42>q, for all 0<I, k<m, we have »'q, =A1. Also
k=1

i iy - yis -0y ] €S™. Then
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qukim quk
k;l k;l 1 |m

QX — ;qZKIm ;qZK /1 :/1 Im :/1X
m : m : A im
qukim quk
k=1 i k=1 i

This pro_ves that, Ais a;n E. Value with respect to the column E. Vector X .
<O.6, O.7,0.9> <0.3, O.5,0.2> <O.5, 0.2,0.1> <1.0, 1.0,1.0>

Example 35. LetQ = (0.6, 0.7,0.9) (0.1, 0.6,0.4) (0.3,0.4,0.5) |and X =|(1.0,1.0,1.0)

(0.6,0.7,0.9) (0.3,0.4,0.5) (0.3, 05,0.2) (1.0,1.0,1.0)
(0.6,0.7,0.9) (0.3,05,0.2) (05,0.2,0.1)| [(1.0,1.0,1.0)
ThenQX =|(0.6,0.7,0.9) (0.1,0.6,04) (0.3,0.4,05)| |(1.0,1.0,1.0)
(0.6,0.7,0.9) (0.3,04,05) (0.3,0502)|9|(1.0,1.0,1.0)
(0.6, 0.7,0.9) (1.0,1.0,1.0)
=1(0.6,0.7,0.9) | = (0.6, 0.7,0.9) (1.0, 1.0,1.0) |= (0.6, 0.7,0.9) X .
(0.6, 0.7,0.9) (1.0,1.0,1.0)

Thus, (0.6, 0.7,0.9) is the column E. Value of Q with respect to the E. Vector X.

Theorem 36. If Q =[q, | = [<qu O, e O >] is a square mPFM of order m such that

s, =0
the row
E. Vector [iy,, i, -+,

=-.=Q,=A>q, forall 0 <1, k<m.Then Zisan E. Value of Q with respect to

i, - in] €S, . Inaddition, 2 <o forsomea e M, then

iy, iy, iy, -+ i, | €S, are also E. Vectors with respect to the same E. Value 4.
m

Proof. Since ¢, =, =---=0,=A>q, for all 0<I,k<m, we have »'q, = 4. Also
k=1

[ i+ -+ i ] €S,y Then

XQ:|:qu1im quzim "'qumim}:{zqkl quz qum:|:[/1 A e ﬂ]
k=1 k=1 k=1 k=L k=1 k=1

:ﬂ[im, HETEN NAEPR im]:lX.

This shows that, Ais an E. Value with respect to the row E. Vector X .
<O.7,0.9,0.6> <O.7,0.9,0.6> <O.7,0.9,0.6>

Example 37. Let Q =| (0.6,0.8,0.5) (0.1,0.2,0.3) (0.2,0.1,0.5) |and
<O.5,0.8,0.3> <O.5,0.5,0.3> <0.1,0.5,0.3>

X =[(1.0,1.0,1.0) (1.0,1.0,1.0) (1.0,1.0,1.0)].
Then XQ =[(1.0,1.0,1.0) (1.0,1.0,1.0) (1.0,1.0,10)] o
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(0.7,0.9,06) (0.7,0.9,0.6) (0.7,0.9,0.6)
(0.6,0.8,05) (0.1,0.2,0.3) (0.2,0.1,0.5)
(05,08,0.3) (0.5,0.5,0.3) (0.1,0.5,0.3)

=[(0.7,09,06) (0.7,0.9,0.6) (0.7,0.9,0.6) |

=(0.7,0.9,0.6) [(1.0,1.0,1.0) (1.0,1.0,1.0) (1.0,1.0,1.0)]=(0.7,0.9,0.6) X

Thus, (0.7,0.9,0.6) is the E. Value of Q with respect to the row E. Vector X .

Definition 38. (Diagonally dominant) Let Q =[q, | = [<q]1k, Gp, "+ O, >] be a square mPFM of

order m. Then Qis called row diagonally dominant if ¢, > z 0y - Qis called column
k=l, k=1

m
diagonally dominant if ¢, = Z 0y - Qis called diagonally dominant if it is both row and column
1=k, 1=1

diagonally dominant.
Theorem 39. Let Q = [qlk] = [<q]1k, O, "+ O, >] € M,, be an mPFM such that

Oy =0y =---=0,, =t (say) and if Q is called diagonally dominant, then t is an E. Value
with respect to the row (column) E. Vectors « (i, iy, iy, =+, iy ) €S,
(a[im, iy, |m] eS" ) for some e M_with t< .

m
Proof. Since an mPFM Q =[q, ] is diagonally dominant, we have Y, =0, = tand

iqm = 0y =t. Also a[iy, iy, iy, -+, 0] €S™. Then

=1

aqukim aquk
k=1

a Iy a t [
OX = kZ::quk _ kZ::quk _ a —ty m X

azqu m OCZ qu

Thus, t isan E. Value of an mPFM Q with respect to the column vectors X .
Similarly, we can prove the theorem for row E. Vectors.

:|:azqklim O‘Z%im O‘ZQKmim}
k=1 k=1 k=1
g g afa

k=1

i | =X

=[at ot - aot]=ta]i

m? m’ .o
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(0.8,05,0.6) (0.3,04,05) (0.7,0.2,0.5)
Example 40. LetQ =|(0.6,0.3,0.4) (0.8,0.5,0.6) (0.6,0.4,0.3) |and
(0.1,0.4,05) (0.6,0.1,0.1) (0.8,0.5, 0.6)

X =[(0.9,08,0.7) (0.9,08,0.7) (0.9,08,0.7)].
Then XQ =[(0.9,0.8,0.7) (0.9,0.8,0.7) (0.9,08,0.7)] ¢
(0.8,0.5,0.6) (0.3,0.4,05) (0.7,0.2,0.5)
(0.6,0.3,0.4) (0.8,0.5,0.6) (0.6,0.4,0.3)
(0.1,0.4,05) (0.6,0.1,0.1) (0.8,0.5, 0.6)
=[(0.8,05,06) (0.8,05,06) (0.805,0.6)]
=(0.8,0.5,0.6) [(0.9,0.8,0.7) (0.9,0.8,0.7) (0.9,0.8,0.7)] =(0.8,0.5, 0.6) X
Thus, (0.8,0.5, 0.6) is the E. Value of Q with respect to the row E. Vector X .

(0.8,0.5,0.6) (0.3,04,05) (0.7,0.2,0.5)
Example 41. let Q=((0.6,0.3,04) (08,05 0.6) (0.6,0.4,0.3)|and
(0.1,0.4,05) (0.6,0.1,0.1) (0.8,0.5, 0.6)

(0.9,0.8,0.7)
X =1(0.9,0.8,0.7) |.
(0.9,0.8,0.7 )
(0.8,0.5,0.6) (0.3,04,05) (0.7,0.2,05)| [(0.9,0.8,0.7)

ThenQX = | (0.6,0.3,0.4) (0.8,05,06) (0.6,04,0.3)| {(0.9,0.8,07)
(0.1,0.4,05) (0.6,0.1,0.1) (08,05, 0.6)|°((0.9,08,0.7)

(0.8,05, 0.6) (0.9,0.8,0.7 )
=1 (0.8,0.5, 0.6) | = (0.8,05,0.6) [(0.9,0.8,0.7)
(0.8,0.5, 0.6) (0.9,0.8,0.7 )

Thus, (0.8,0.5, 0.6) is the E. Value of Q with respect to the column E. Vector X .

Theorem 42. Let Q =[q, | = [<q]1k, O, + "+ Oy, >] €M, bean mPFM then

A= (A A+, A, ) € M, be an E. Value with respect to the column E. Vectors

(a[im, i, im]T)eSm it max{a, , G, G =4, max{g, , G, 0 } =4
and max{qmsl, O, » -.-,qmsm} = A, forevery se{l, 2, ---, m} and for some & € M with
A<.

Proof. Since max{q]ﬂ, O, ---,q]sm} =4 max{qzsl, ., ~-~,q25m} = A,and

max{qmsl, O, » -.-,qmsm} = 4, forevery se{l, 2,---, m}, we have

quk - [qusk’ ZqZSK’“"quskJ B (2'1’ 22""1ﬂ’m) = A forevery Se{l’ 2, m}
k=1 k=1 k=1 k=1
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Also, (a[im, i T)esm.Then
azm:%kim azmlchk
kr:l k;l C{/’L |m
oX = akZ:l%kim _ akzﬂ%k _ 015/1 - Ao IT — X
m: o al i,
azquim azqu
| k=1 a | k=1 |
Thus, A is an E. Value of an mPFM Q with respect to the column Vectors X .
(0.7,0.1,0.4) (0.5,0.9,0.3) (0.6,0.5,0.4) (1.0,1.0,1.0)
Example 43. Let Q = (0.6,0.2,0.3) (0.4,0.9,0.2) (0.7,0.3,0.4) | and X =|(1.0,1.0,1.0)
(0.5,0.3,0.4) (0.7,0.2,0.1) (0.1,0.9,0.1) (1.0,1.0,1.0)

(0.7,0.1,0.4) (05,0.9,0.3) (0.6,050.4)| |(1.0,1.0,1.0)
ThenQX =|(0.6,0.2,0.3) (0.4,0.9,0.2) (0.7,0.3,04)| |(1.0,1.0,1.0)
(0.5,0.3,0.4) (0.7,0.2,0.1) (0.1,09,0.1) | ©|(1.0,1.0,1.0)

(0.7, 0.9,0.4) (1.0,1.0,1.0)
=[(0.7,0.9,0.4) |= (0.7, 0.9,0.4)| (1.0, 1.0,1.0) |= (0.7, 0.9,0.4) X .
(0.7,0.9,0.4) (1.0,1.0,1.0)

Thus, (0.7, 0.9,0.4) is the column E. Value of Q with respect to the E. Vector X .

Theorem 44. Let Q =[q, | = [<qu s Oy 02 Oy >] €M, be an mPFM then

A= (A4, A+, A,) € M, be an E. Value with respect to the row E. Vectors

(&fins iy s =+ i ]) €Sy iF MaX{0l o G oG f =4, max{q,,, G, G | =
and max{qmls, O, » ~-~,qmms} = A, forevery se{1, 2, ---, m} and for some & e M with

A<,

Proof. Since max{qlls, O, ---,q]m} = A, maX{qzlS, Qs,. » ""sz} = Aand

max{qmls, O, » ""qmms} = A, forevery Se{l, 2, -, m}, we have

D 0 :(quks’ Zq2k5,~~-,2qus) = (A4, A+, Ay ) = A forevery se{l, 2,---, m}.
k=1 k=1 k=1 k=1

Also, (e[, iy iy, o+, i ]) €S,y - Then

XQz{anklim a) Oy - ankmim}:[al al - al]
k=1 k=1 k=1

—2a[iy, i i, e i ] = AX.

Thus, A is an E. Value of an mPFM Q with respect to the row Vectors X .
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(0.7,0.1,0.4) (0.5,0.2,0.3) (0.6,0.5,0.3)
Example 45. Let Q =|(0.6,0.2,0.3) (0.4,0.9,0.2) (0.7,0.3,0.2) | and
(0.5,0.4,0.1) (0.7,0.2,0.1) (0.1,0.2,0.4)

X =[(1.0,1.0,1.0) (1.0,1.0,1.0) (1.0,1.0,1.0)].
Then XQ =[(1.0,1.0,1.0) (1.0,1.0,1.0) (1.0,1.0,1.0)]

(0.6,0.1,0.4) (0.5,0.8,0.3) (0.6,05,0.3)
(0.5,0.8,0.3) (0.6,0.7,0.2) (0.2,0.3,0.9)
©1(0.5,04,09) (0.4,02,09) (0.1,0.8,0.4)

=[(0.6,0.8,0.9) | =(0.6,0.8,0.9)[(1.0,1.0,1.0) (1.0,1.0,1.0) (1.0,1.0,1.0)]
=(0.6,0.8,0.9) X
Thus, (0.6,0.8,0.9) is the E. Value of Q with respect to the row E. Vector X .

Corollary 46. Let Q =[q, | = [<q11k, Op, +*** O, >] e M,, be an mPFM.

m m m
If qus = Z%s == qus =t (say). Then, t is an E. Value of Q with respect to the column
s=1 s=1 s=1

i i, im]T)eSm for some ae M with t< o .

m! 'm? "'m?

E. Vectors (a[i

Corollary 47. Let Q =[q, | = [<q]1k, Op, "+ O, >] e M,, be an mPFM.

m m m

If qul = quz == qum =t (say). Then, t is an E. Value of Q with respect to the row E.
s=1 s=1 s=1

Vectors o [iy, iy, iy, -0 iy ] €S, forsome ae M with t<a.

Theorem 48. Let Qe M, then Q has a zero columnifand onlyif 0, € G(Q) (set of all E. Values

of Q).

Proof. Condition is necessary: Let |th column of Q is zero, we take [0 0., i

m?! “m?

. Om]T eS™,

where i, is the I th entry, then X is a non-zero vector satisfying the equation QX =0, X . Hence, X

m"

is a column E. Vector with respect to the E. Value 0, .
Condition is sufficient: Let X = [pl, Py, vy pm]T e S™ be a column E. Vector with respect to the

E. Value 0, then QX =0, X . We assume that p, = o, for I €{1, 2, ---, m}. Then QX =0, X
m

implies that »_ g, p, =0, for each k {1, 2, ---, m}. This implies that ,,p =0, for each s and
s=1

k.Since p, #0,, q, =0, foreach k, then Ith entry of Q is zero.
Definition 49. Let o(Q) be the set of all E. Values of Q. Then §(Q) =sup{1|1ec(Q)} is

called the spectral radius of Q.
Theorem 50. Let Q e M, . Then &(Q) is either o, or i, .

Proof. If 0(Q) = {0,,}, then 5(Q) = 0,,, otherwise, if there exist 4 € (Q) (4 #0,) then there
is a non-zero E. vector X € S™ (set of column vectors of order m ) such that QX = AX . Also we
ISSN: 2233-7857 IJFGCN
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know that for any ywith A <y <i_, y-A =4 and A-4 = 4. Therefore,

AX =(]/-/1)X = }/(ﬂX) = Q(/D() = ﬂ.(QX) = /1(/1)() = (ﬁ-ﬂ.)x =AX = ]/(ﬂ.X).
Hence, y € o(Q). Since y is arbitrary, i, € o(Q). Therefore §(Q) =i
Theorem 51. Forany P, Qe M, if P <Q then §(P)<5(Q).
Proof. From Theorem 50,5 (P)is either o, or i,. If 5(P)=0,, then §(P)< &(Q)holds
trivially. If 5(P) =i, we have to prove that 5(Q) =i, Since &(P) =i, then by definition

m:*

in €o(P)and PX =i X = X for some non-zero column vector X .

e im]T eS™. Then X <e.

Also, P"X = P™'PX = P™'X = P™?*PX =P"?*X =...=P*X =PX = X,

ie, X =P"X <P"e<Q". [Since X <eand P<Q]

Since X isnon-zero Q™e is non-zero. Now, if R = Q"e,then QR=Q™'e=Q"e =R =i R.
Hence i, € o(Q). Thus, 5(Q) = i,,. Therefore 5(P) < 5(Q).

We consider e = i

Conclusions

Similarity relations between mPFMs and properties of E. Values and E. Vectors of mPFMs
are studied. Many works are accessible to compute the E. Values and E. Vectors of a fuzzy matrix.
Now, we investigated the properties of E. Values and E. Vectors of mPFMs first time in this paper,
and explained with proper examples. It is observed that E. VVectors with respect to an E. Value are
not unique for an mPFM. Though the proposed theorems are not established for general cases.
Further, the work can be extended to study the nature of the quadratic forms of mPFMs.
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