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Abstract 

 In the contemporary era, there has been increased usage of social networks through which news 

are spreading faster. They became virtual platforms for instant communications. Even governments and 

organizations are using social networks to convey intended news to people. It is good to have such 
media in order to improve communication across communities or people. However, there are some 

incidents where it is proved that fake news is spread by some people intentionally. Such news is created 

to damage impression of an organization or person or agency. This became a tool to damage products 

and services of opponents in case of businesses. Dissemination of fake news has its consequences and 
there is need for preventing it in social media. In literature there are many methods found to prevent 

spreading of fabricated news. However, in the wake of computation innovations and deeplearning 

methods, it is possible to improve the state of the art. Towards this end, in this paper, we proposed a 
framework for fake news detection using Convolutional Neural Network (CNN) which is one of the 

deep learning methods. A prototype application is built using Python data science platform to show the 

utility of the proposed system. The empirical results revealed that the proposed algorithm showed better 

performance over its predecessors.  
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1. INTRODUCTION  

 Social media such as Twitter and Facebook became very important part of lives of people of 
all walks of life. Their usage is drastically increasing. There is provision for instant messaging and 

opinion sharing. Social media has also become a platform for sharing news. In this context it is observed 

that there is practice of fake news or fabricated news to favour particular party or company or individual 
and cause damage to some other party [1]. Therefore, it is essential to have methods to prevent fake 

news from being spread by individuals who have malicious intentions. It may be spread through social 

media, mails and even advertisements. There are malicious advertisements that are to be identified. As 

the news over social media have high impact on people, it is essential to curb fake news by developing 

efficient methods.  

From the literature, many fake news detection methods are found. Different types of fake news are 

identified in [2]. Automatic detection of fake news is the main focus in [3] and [4]. Identification of 

phishing mails and malware is the objective of the research carried out in [5] while the procedure to 
stamp out fake news is discussed in [6]. There are deep learning methods found in the literature. In [7] 

deep learning based supervised learning is explored for fake news detection effectively. In [15] also 

deep learning is used for automatic identification of fake news. From the review of literature, it is 
understood that there is need for further research on fake news detection using deep learning methods. 

Our contributions in this paper are as follows.  

1. Proposed methodology based on deep learning for fake news detection over social media.  

2. Proposed two deep learningmodels known as CNN baseline model and CNN advanced 

model[18]. 
3. A prototype application is developed using Python data science platform for implementation of 

the models using Keras and TensorFlow.  

The remainder of the paper is structured as follows. Section 2 reviews literature on existing fake news 

detection models. Section 3 presents the proposed solution along with a framework and deep learning 
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models. Section 4 provides details of experimental setup. Section 5 presents experimental results while 

Section 6 concludes the paper and gives directions for future scope of the research.  

 

2. LITERATURE SURVEY 

 This section reviews literature on fake review detection methods existing. Westermanet al. [1] 
opined that social media became an important information source. They investigated on the information 

credibility in the content of social media and found that fake news or manipulated news cause significant 

damage to persons or organizations. Rubin et al. [2] did research in similar lines as in [1] and found that 
deceptive news exists over social media and one needs to be careful about it. They found three kinds of 

fake news over social media. Chen et al. [3] focused on the automatic detection of fake news over social 

media. They proposed a methodology and also established the need for detection of fake news. Marsiet 
al. [4] investigated on malicious advertisements over social media. They developed a method to find 

the advertisements that are not genuine. Qbeitah and Aldwairi [5] studied emails that are associated 

with phishing and malicious software or malware.  

When fake news is detected, there needs to be a mechanism that will stamp fake news as such according 

to Pogue [6]. Konagala and Bano [7] employed deep learning for fake news detection. It is based on 
semantic similarity and supervised learning over social media data. Balmas [8] observed that there is 

enough evidence of fake news over social media. It is associated with multiple news sources associated 

with cynicism, alienation and political attitudes. Aldwairi et al. [9] focused on the machine learning 
based solution to find drive-by download attacks. Aldwairiet al. [10] on the other hand focused on 

malicious URLs that cause inconvenience and damage to information systems using supervised 

learning. Messabiet al. [11] proposed a method based on domain name features and DNS records in 

order to detect spreading of malware.  

Abu-Nimehet al. [12] investigated on the spam posts and malicious posts over social media. They found 
that it is possible to detect such posts and eliminate them. Brewer et al. [13] studied the impact of real 

news in the presence of fake news. They observed that fake news is capable of damaging information 

systems to a greater extent. Monti et al. [14] proposed a methodology based on deep learning for fake 
news detection. It is known as Geometric deep learning. Qawasmehet al. [15] also employed deep 

learning for detection of fake news automatically. From the review of literature, it is understood that 

there is need for further research on fake news detection using deep learning methods.  

 

 

3. METODOLOGY 

 We proposed a framework for the research on the fake news detection. First, we proposed a 

CNN baseline model for empirical study on fake news dataset collected from Kaggle [16]. Afterwards, 
the CNN advanced model is used in order to have more efficient detection of fake news. There is a 

traditional method known as Naïve Bayes also which is used to compare the performance difference 

between conventional and deep learning models. The proposed framework is based on supervised 

learning. Figure 1 shows the framework with the procedure illustrated for fake news detection.  
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Figure 1: Overview of the proposed framework for fake news detection 

As presented in Figure 1, the Kaggle fake news dataset is taken and itis subjected to pre-processing to 
generate both training and testing sets. The training set is given to the CNN baseline model, CNN 

advanced model and the Naïve Bayes classification algorithm[18]. The result of these models is the 

fake news detection system learned from given deep learning or machine learning method (supervised 

learning). The detection system then classifies the testing set into fake or reliable news. First, a 
Convolutional Neural Network (CNN) is built using Keras of Python data science platform. TensorFlow 

is used as backend. This CNN model is known as baseline model without optimizations using 

convolutions. Afterwards, the CNN model is used with advanced convolutions. This model is known 
as the CNN advanced model. CNN is an improved[19] neural network (NN) model containing many 

layers of learning. Therefore, it is known as deep learning. With deep learning, the learning process 

assumes depth in learning process.  
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Figure 2: Deep Convolutional Neural Network for fake news detection  

As presented in Figure 2, the fake news dataset is taken from Kaggle and its features are given as input 
to the deep learning method. Two important layers are found in the deep learning architecture. They are 

called as convolutional layers and pooling layers. The former is meant for filtering process and the latter 

is used for performing efficient subsampling. The feature filtering is used to reduce number of 

dimensions that leads to quality improvement. And the subsampling process is meant for enhancing 
quality in training process. While learning, each layer predicts weights associated with features and the 

weights may be adjusted as the learning process is in progress. Finally, it selects the features that help 

in predicting class labels accurately. There are many iterations in the process of learning. Each iteration 
is known as an epoch. After training fake review prediction model, it gets discriminative power that 

will be better than the traditional supervised learning algorithms used for classification. After getting 

maxpooling results, they are given to the fully connected layer. This layer is the final layer in the 
prediction process which results in the identification of fake news and discriminating them from reliable 

news.  

 

 

4. EXPERIMENTAL SETUP 

 Experiments are made with the prototype application built using Python data science platform. 

Anaconda for Python version 3.7 is used for empirical study. TensorFlow is used as backend. Natural 

Language Processing (NLP) packages, keras, numpy and pandas packages are used in the 

implementation of the proposed system.  

 

Figure 3: An excerpt from fake news data set (training set) 

Fake news dataset is collected from Kaggle datasets [16]. As presented in Figure 3, the training data 

has different attributes such as id, title, author, text and label. The id attribute contains a unique 

identification number for the news article. The title attribute has a title for given news article. The author 
attribute indicates the writer of the news. The text attribute holds actual news content[21]. The label 

attribute on the other hand contains class label with value 1 indicating unreliable (fake news) and 0 

indicates reliable (genuine news).  

 

5. EXPERIMENTAL RESULTS 

Fake review detection models are made as per the proposed methodology. Two models are proposed 
based on Convolutional Neural Network (CNN), a deep learning method. After building the two 

models, the results are compared with a traditional machine learning model known as Naïve Bayes. All 

models are supervised learning models that are trained prior to detecting[17] fake news.  

5.1 Results of CNN Baseline Model  
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CNN baseline model results are presented in this section. It includes the results pertaining to model 
accuracy, model loss and confusion matrix. Model accuracy is measured for both training and test sets. 

Figure 3 visualizes the model accuracy of the CNN baseline model.  

 

Figure 4:Model accuracy of the CNN baseline model 

As presented in Figure 4, the epoch values are presented in horizontal axis and vertical axis shows the 

accuracy of the model for both training and testing sets. The results reveal that the epoch value 

influences the model accuracy. As the epoch value is increased the accuracy is also increased in case of 
training set. In case of test set, it is true but initially it is decreased till epoch 1.00 and then increased 

gradually. Overall, the training set showed higher level of accuracy.  

 

Figure 5: Model loss of the CNN baseline model 

As presented in Figure 5, the epoch values are presented in horizontal axis and vertical axis shows the 

loss of the model for both training and testing sets. The results reveal that the epoch value influences 
the model loss. As the epoch value is increased the model loss is decreased in case of training set. In 

case of test set, it is true but initially it is increased till epoch 1.00 and thendecreased gradually. Overall, 

the training set showed higher level of accuracy.  
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Figure 6: Confusion matrix of CNN base model 

As presented in Figure 6, the confusion matrix shows the true positives, false positives, true negatives 
and false negatives. They are used in the computation of model accuracy. Both expected and predicted 

labels are provided and based on the colour values, it is possible to ascertain the values for the true 

positive and other measures.  

5.2 Results of CNN Advanced Model 

This subsection provides results of CNN advanced model for both training and testing sets. The results 

are provided in terms of model accuracy and model loss.  

 

Figure 7: Model accuracy of the CNN advanced model 

As presented in Figure 7, the epoch values are presented in horizontal axis and vertical axis shows the 
accuracy of the model for both training and testing sets. The results reveal that the epoch value 

influences the model accuracy. As the epoch value is increased the accuracy is also increased in case of 

training set and testing set. Overall, the testing set showed higher level of accuracy. When compared 

with the CNN baseline model, the CNN advanced model showed higher level of accuracy.  
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Figure 8: Model loss of the CNN advanced model 

As presented in Figure 8, the epoch values are presented in horizontal axis and vertical axis shows the 

loss of the model for both training and testing sets. The results reveal that the epoch value influences 

the model loss. As the epoch value is increased the model loss is decreased in case of training set and 
testing set. Overall, the test set showed low level of model loss. However, when compared with the 

CNN baseline model, the CNN advanced model showed higher level of performance in terms of model 

loss.  

 

Figure 9: Confusion matrix of CNN advanced model 

As presented in Figure 9, the confusion matrix shows the true positives, false positives, true negatives 

and false negatives. They are used in the computation of model accuracy. Both expected and predicted 
labels are provided and based on the colour values, it is possible to ascertain the values for the true 

positive and other measures.  

5.3 Performance Evaluation  

This sub section evaluates the performance of the proposed deep learning models and compare them 

with that of traditional machine learning model known as Naïve Bayes.  
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Deep Learning 

Models 

No. of Test 

Samples 

Correct 

Predictions 

Model Accuracy 

CNN Baseline 10400 9516 0.9150 

CNN Advanced 10400 10229 0.9835 

Table 1: Shows performance comparison between the proposed deep learning models 

As presented in Table 1, the performance comparison is made between CNN baseline model and CNN 

advanced model. The results are presented in terms of number of test samples, number of correct 

predictions and model accuracy.  

 

Figure 10: Performance comparison between CNN models 

As presented in Figure 10, the deep learning models are shown in horizontal axis while vertical axis 

shows model accuracy. The results revealed that the CNN advanced model showed better accuracy with 
0.9835 which is compared with that of CNN baseline model that shows accuracy as 0.9150. Both models 

used same number of samples as input but the number of correct predictions differ. CNN baseline made 

9516 correct predictions while the CNN advanced model made 10229 correct predictions. This reveals 

the performance improvement with CNN advanced model.  

Deep Learning Models Model Accuracy (%) 

Naïve Bayes 0.8997 

CNN Baseline 0.9150 

CNN Advanced 0.9835 

Table 2: Performance comparison among models 

As presented in Table 2, the deep learningmodels are compared with a traditional machine learning 
model known as Naïve Bayes. The model accuracy is presented for CNN baseline model, CNN 

advanced model and Naïve Bayes model.  
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Figure 11: Performance comparison among all models 

As presented in Figure 11, the learning models are shown in horizontal axis while vertical axis shows 

model accuracy. The results revealed that the CNN advanced model showed better accuracy with 0.9835 

which is compared with that of CNN baseline model that shows accuracy as 0.9150 and Naïve Bayes 
model that shows accuracy as 0.8997. All models used same number of samples but the number of 

correct predictions differed. Both deep learning models showed better performance over the traditional 

machine learning models.  

 

6. CONCLUSION AND FUTURE WORK 

 Looking at the current and past scenarios we can deliberately say that the majority of the fake 

news creators and readers have been tremendously increased. And based on the situations we cannot 
criticize common people. As living in the busy world every individual doesn’t find any difference in 

real and fake news,in coming days there will be more value for fake news and less value for real news. 

As of now we are aware of fake news in some or the other instances. Only less amount of people knows 
what is the truth behind the fabricated news whether it may be real or not. A person creates a piece of 

false news in social media that piece of news gets widely circulated to about 90% of the social media 

users and the remaining 10% people may not believe it with having proper details and investigating. To 

detect whether the news is a real news or fake news we proposed a framework for fake news detection 
using Convolutional Neural Network (CNN) which is one of the deep learning methods. The proposed 

CNN advanced model showed highest performance with 0.9835 accuracy. The CNN base model 

showed 0.915 accuracy while the traditional machine learning method known as Naïve Bayes showed 
0.8997 accuracy. The CNN baseline model is better than the Naïve Bayes model[20]. A prototype 

application is built using Python data science platform to show the utility of the proposed system. The 

results showed that deep learning-based methods are better than the traditional machine learning 

methods. In future we intend to improve the deep learning models with techniques like transfer learning. 
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