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Abstract 

The machine vision is a latest approach which provides automation in inspection of systems. 

Automatic inspection using machine learning and Convolutional Neural Network (CNN) is a popular 

trend for detection of metal parts on automobile infrastructure in order to speed up the process and 

improve accuracy of results. Deep CNN are able to perform both the feature extraction and 

classification.  This proposed model is used to detect, label and classify metal parts and inspect them based on 

image analytics using deep learning. This is used to eliminate manual errors and provide better, fast and accurate 

result.  
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I. INTRODUCTION 

 

Automatic inspection and defect detection using image processing is an area of machine vision that is 

being widely adopted in many industries. It is used for high through put quality control in production 

systems such as the detection of flaws on manufactured surfaces, e. g. metallic rails or steel surfaces. 

The proposed model is to design autonomous devices that automatically detect and examine specific 

visual patterns from images and videos in order to overcome the limitations and improve the 

performance of the traditional inspection systems that depend heavily on human inspectors. They are 

generally composed of a pipeline of several steps; each one introduces a set of challenges. First, the 

acquisition step requires efficient calibration of various types of sensors such as cameras and lighting 

systems. The quality of the images produced by the acquisition systems impacts directly the 

performance of the subsequent analysis steps. Different layers of CNN contribute in the processing of 

images. This automation in the process helps in automation of inspection of parts and hence classifies 

good and bad parts. 

 

II. PROPOSED APPROACH 

 

The first objective is collection of data from samples of good and bad metal parts. A VGA camera is 

mounted on the table. The setup is made which is able to capture images of parts for training data. About 

50-100 images of each metal part sample are captured. This is served as an input to the next objective. 
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The second objective receives input of images from the first task of data collection. This objective is 

based on the CNN model which carries out image processing for the metal sheet images. In this way 

the object detection and labeling are done as a part of image analytics. This detects the components 

embedded on the metal sheets and labels its types. This is stored as training dataset. The third objective 

is capturing the test image and identifying it as good or bad part. In this the comparison of training data 

and test data is done and the part is classified as good or bad part. In this way, the planned objectives 

are carried out and the machine learning and CNN model is implemented. 

A. To collect data for and from inspection: A hardware setup is assembled, a camera is mounted 

on a tripod and this camera is connected to the computer. Images of defective parts and 

undefective parts are captured using VLC player feature. Images of both the samples are 

captured using a VGA camera of 5 Megapixels (Up to average 50 images in PNG format are 

captured) and software VLC player using snapshot feature.  

B. To detect parts and label them: Author Ananthu Raj et.al [2] proposed an algorithm for defect 

detection in PCB boards using Image Processing. The board is used for holding various 

electronic components. Various defects can arise in these boards during manufacturing process. 

Similarly, scenario occurs while assembling metal sheets, brackets, punching holes of different 

size and mounting different components. Object detection is locating the object to be processed 

in the image. The aim is to detect metal sheet, the nuts, bolts punched holes. Labeling is naming 

the detected objects according to the trained data set. Labeling of types of nuts, bolts viz. m4, 

m8. Labeling missing components.  

C. To classify parts as good and bad parts: Comparison of test data with training dataset 

Classification of good and bad parts according to the labels. If any missing component is found, 

classify as bad, else good part. Display the result. Thomas Konrad et.al [1] proposed detection 

of surface defects using machine learning and CNN approach. This methodology also inspected 

the parts through CNN as defect free or defect less. The advantages of this paper are CNN’s for 

automatic defect detection in infrastructure inspection is presented and computational cost is 

minimized.  

 

III. SYSTEM ARCHITECTURE 

In the figure 1.1, system architecture is specified which describes the overall functioning of the 

system. Different phases and levels of the working of the system is described in this architecture. This 

system architecture consists of system components and the sub-systems developed, that will work together 

to implement. the overall system. The input and output at each phase are shown in detail. 

 

                 Figure 1.1 - System Architecture 
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Different phases and levels of the working of the system is described in this architecture. This system 

architecture consists of system components and the sub-systems developed, that will work together to 

implement the overall system. The phases describe different phases which are data collection, managing 

of training and test data, building CNN model, object detection and labelling and classification of good 

and bad parts. The first phase is data collection in which training data is collected. The samples of good 

and bad parts are stored which undergoes training and analysis is done. This training data is then further 

passed to CNN model for image acquisition. Here, feature extraction and image analysis are carried 

out. The CNN model use Python libraries and different layers of CNN are worked upon. This model 

helps in serving the objectives which include object detection, object labelling and classification of data. 

Later the image to be tested is passed on to the CNN model, where the comparison with training data 

set is carried out. In this way, the test image is classified as good part or bad part. 

 

IV.   YOLO FRAMEWORK FOR OBJECT DETECTION 

 Object detection in images means not only identify what kind of object is included, but also localize it 

inside the image(obtain the coordinates of the “bounding box” containing the object). In other 

words, detection = classification + localization. 

YOLO (You Only Look Once) uses deep learning and convolutional neural networks (CNN) for object 

detection.  It takes the entire image in a single instance and predicts the bounding box coordinates and 

class probabilities for these boxes. The biggest advantage of using YOLO is its superb speed – it’s 

incredibly fast and can process 45 frames per second. YOLO also understands generalized object 

representation.  

Different phases of object detection are Bounding Box Prediction, Class Prediction, Predictions Across 

Scales, Feature Extractor. 

 Bounding Box Prediction: It is the same as YOLOv2 [9]. The top most coordinates (tx, ty) and 

the image width tw and image height are predicted. During training, sum of squared error loss is 

used. And objectness score is predicted using logistic regression. It is 1 if the bounding box prior 

overlaps a ground truth object by more than any other bounding box prior. Only one bounding 

box prior is assigned for each ground truth object. 

 Class Prediction: Softmax is not used as used in previous YOLO [8]. Instead, independent logistic 

classifiers are used and binary cross-entropy loss is used. Because there may be overlapping labels 

for multilabel classification such as if the YOLOv3 is moved to other more complex domain such 

as Open Images Dataset. 

 Prediction Across Scales: 3 different scales are used. Features are extracted from these scales 

like FPN. Several convolutional layers are added to the base feature extractor Darknet-53. The 

last of these layers predicts the bounding box, objectness and class predictions. On COCO 

dataset, 3 boxes at each scale. Therefore, the output tensor is N×N×[3×(4+1+80)], i.e. 4 bounding 

box offsets, 1 object prediction, and 80 class predictions. Next, the feature map is taken from 2 

layers previous and is unsampled by 2×. A feature map is also taken from earlier in the network 

and merge it with our unsampled features using concatenation. This is actually the typical 

encoder-decoder architecture, just like SSD is evolved to DSSD. This method allows us to get 

more meaningful semantic information from the unsampled features and finer-grained 

information from the earlier feature map. Then, a few more convolutional layers are added to 

process this combined feature map, and eventually predict a similar tensor, although now twice 

the size. k-means clustering is used here as well to find better bounding box prior. Finally, on 

COCO dataset, (10×13), (16×30), (33×23), (30×61), (62×45), (59×119), (116×90), (156×198), 

and (373×326) are used. 
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 Feature Extractor: Darknet-53: Darknet-19 classification network is used in YOLOv2 for feature 

extraction. Now, in YOLOv3, a much deeper network Darknet-53 is used, i.e. 53 convolutional 

layers. Both YOLOv2 and YOLOv3 also use Batch Normalization.  

 

  

 

 

YOLO network has 24 convolutional layers followed by 2 fully connected layers, 1 × 1 reduction layers 

followed by 3× 3 convolutional layers. The final output of our network is the 7 × 7 × 30 tensor of 

predictions. 

 

V. IMPLEMENTATION 

 

In the following subsections, the setup and implementation details are specified and corresponding 

results are presented. 

A.  Inspection data generation 

A hardware setup is assembled, a VGA camera is mounted on a tripod and this camera is connected to 

the computer. Images of defective parts and non-defective parts are captured. The images are captured 

with different angles. The light conditions are kept constant. Since the key task of the network is to 

determine the class of the image, namely if a defect exists or not, it is especially important that the two-

image data sets only differ by the existence of a defect and not differ from other factors. 

 

B. Data augmentation and splitting 

The risk of overfitting is a major challenge during the training process of a neural network. In order to 

generate different sets of images for training, validation and test purposes, the following measures are 

taken to minimize overfitting. For the same, previously described reasons, the training data set is 

augmented by rotations and translations of its contents. The data set is randomly split in three different 

data sets: the training, validation and test data set, in the ratio of 60:20:20. 

 

C. Training data 

The training data set is used to train the weights of the CNN. The data used for training is labelled with 

its respective classes. The training progress is continuously checked by calculating the output for the 

validation data set. The training stops if loss function between predicted and labelled output of each of 

the last five validation epochs is greater than the previous (sixth last) epoch. The training of the CNN 

model is done using YOLO network.  

Figure 1.2 YOLO Framework 
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D. Testing data samples 

The test data is then tested over the trained YOLO network. The components on the parts are detected 

and labels are also detected. On the basis of components present or missing, the part is said to be good 

or bad part. Thus inspection of parts takes place.   

 

E. Results 

The result is in the form of image which specifies the bounding boxes of object detected along with 

the class labels. The accuracy percentage of each component detected is displayed.      

The results also mention the performance measures of the model like accuracy, mAP of the model. 

mAP of YOLO model is 61.39% 

 

F. Storing the reuslts in database 

The reuislts of the inspected image are later stored for record. The image is stored with labelled 

image and specifications. 

 

               

V. CONCLUSION 

Images taken via a real-time camera were analyzed with the image processing algorithm designed 

within the scope of the study and feature extraction was performed. After performing the same 

operations on the test images, feature matching method was used and defects on the products were 

detected. A system to detect and classify defects on metal sheet is developed based on the object 

detection algorithms. In this paper, a system is developed based on YOLOv3 to detect the components 

embedded on a metal sheet and label them. The components are further classified on the basis of 

different classes.  These classes are: correctly classified parts, missing parts, misplaced parts, defective 

parts, etc. Machine vision provides the automation in inspection work field providing better results and 

minimizing manual errors. 
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