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Abstract 

Multi cloud is an environment which comprised of one or more cloud service providers 

provide a unanimous service to one or more consumers. This cloud can be utilized for 

private or public cloud and it is mainly devised to solve vendor lock in problems in the 

cloud environment. Scheduling is a process of assigning resources and allocate to the user. 

Scheduling is one of the major problems in the multi cloud environment. Meta task 

scheduling is suitable for independent tasks and it works based on batch scheduling 

mechanism. Particle Swarm Optimization (PSO) is meta heuristics-based technique used 

to solve scheduling problem. Each particle in PSO represents the solution for the problem. 

The additive weighted function is used as fitness function to solve the scheduling problem. 

Chaotic inertia weight is used to increase the convergence rate of the optimization.  The 

proposed algorithm uses PSO with chaotic inertia weight optimization mechanism to 

reduce makespan and cost. This algorithm outperforms the existing simple PSO. 
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1. Introduction 

Multicloud is an emerging paradigm which provides high performance computing 

services to the user in the form of hardware, software and APIs (Application Programming 

Interface) [1]. Scheduling plays a significant role in improving the viability, scalability and 

performance of the multi cloud systems. There are two different types of scheduling 

algorithms namely dependent and independent(meta). The dependent scheduling is 

represented in the form of DAG (Direct acyclic graph) whereas independent scheduling is 

represented in the form of ETC (Expected Time to Compute) matrix [2] [3]. Scheduling is 

one of the major problems in the multi cloud environment.   The solutions obtained from 

the existing heuristic-based approaches are not sufficient to solve the task scheduling 

problem. So, there is a need for novel Meta heuristic-based solutions to solve the task 

scheduling problem in the multi cloud systems. Swarm Intelligence is a popular Meta 

heuristic based optimized search technique used to solve NP Complete combinatorial 

optimization problem [4][5]. Particle Swarm Optimization (PSO) algorithm is a population-

based Meta heuristic algorithm works under Swarm Intelligence [6]. The possible solutions 

in the PSO are represented in the form of particles. The movement and speed of each 

particle is determined by the fitness value and velocity. To avoid pre-mature convergence 

of optimization algorithms, the inertia weight is used along with velocity of PSO to obtain 

a feasible solution. Personal best value is determined by the best solution of the individual 

particle [7]. The best solution of entire individual particle termed as Global best. In all 

iterations, a particle moves towards the global optimal solution based on the experience 

gained from the previous personal best and global best [8][9]. The PSO combines local 

search and global search methods to balance the exploration and exploitation in the multi-

dimensional search space [10]. 
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This paper comprised of five sections namely, the first section consists of introduction 

and basic terminology, second section comprised of existing literary works, third section 

contains the methodology of the proposed algorithm with explanation, four section contains 

results and discussions and finally five section has conclusion. 

 

2. Related Works 

Thamarai et al., [11] proposed a fitness function was designed to minimize both 

execution time and the computation cost of VM resources. The deadline was also added 

along with the fitness function. The premature convergence rate of this algorithm was 

extremely high. So, this approach failed to reach global optimal solution.  

Jemina et al., [12] enhanced the PSO based task scheduling algorithm to reduce 

makespan and to increase the resource utilization rate of the server. The local best and 

global best values were computed based on the position and the velocity of the particle. The 

fitness function values were used to determine the speed and movement of the particle. The 

convergence rate of the algorithm was high when it was compared with the standard PSO. 

So, this algorithm attained the global optimum solution with minimum time. The cost 

parameter was not considered in this approach. 

Begom et al., [13] proffered a Pareto optimal based PSO algorithm for the cloud systems. 

The algorithm was designed to solve the bi objective optimization problem. The primary 

aim of this algorithm was to reduce the makespan and execution cost of the VM resources 

in the cloud. The weighted sum approach was used to convert multi objective optimization 

problem into single objective. Integer PSO was a small variant of the simple PSO and it 

was used in this algorithm. 

Zhang et al., [14] suggested multi task scheduling algorithm based on the self-adaptive 

inertia PSO. The self-adaptive inertia weight was adopted to adjust the convergence rate of 

the optimum solution. The disruption and chaos operator were the two operators used in 

this algorithm. The disruption operator was applied to prevent the loss in the population 

diversity. To prevent the optimum solution stuck in the local search, the chaos operators 

were applied. 

Netjinda et al., [15] proposed a PSO scheme-based task scheduling algorithm for the 

cloud. The PSO was designed to optimize the cost for provisioned VMs resources. The 

positions of each particle were updated frequently until it would reach near the optimal 

solution. The cost was computed based on the parameters such as instance purchased on-

demand and reserved, per-hour cost of on-demand and reserved instances. 

Kaur et al., [16] proposed a task scheduling algorithm which was combined the PSO and 

SA (Simulated Annealing) to increase the resource utilization of the VMs. The goal of this 

algorithm was to increase the rate of the convergence speed of the optimum solution. The 

PSO was used for the faster search in the feasible optimal solution in the multi-dimensional 

space. The SA was used to avoid jump from local optimal solution to global optimum 

solution. The N initial solutions were selected randomly and the midpoint of the present 

position and the target position were found in the first step. 

Medhat et al., [17] proposed task-based scheduling algorithm based on ant colony 

optimization technique. The random optimized search approaches were used for the virtual 

machine allocation in the cloud. The probabilistic transition rules were used to update the 

pheromone value of each ant. The constraint satisfaction method was used for the 

scheduling process. The memory was also used for the storage of the allocated tasks in the 

available virtual machines. 

Narendran et al., [18] highlighted an improvised ACO algorithm for cloud systems. It 

was suitable for IaaS service model and used to reduce the degree of imbalance among the 

VMs in the cloud. The Multi objective optimization task scheduling strategies were used in 
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the algorithm. The decisions for the task-VM allocation were made in this algorithm based 

on the probability of deposition of the pheromone of the ant. The pheromone values were 

computed based on the processing speed of the VM. The pheromone values were changed 

dynamically based on the user requests. 

 

3. Methodology 

The algorithm is more viable for the static independent task-based scheduling in multi 

cloud computing environment. The flow diagram of TCAMTSA (Time and Cost Aware 

Meta Task Scheduling Algorithm) is shown in the Figure 1. 

 

Figure 1. Methodology of TCAMTSA Algorithm for Multicloud 

The ETC (Expected Time to Compute) matrix, total number of particles and the number 

of iterations is given as the input in this algorithm. The algorithm works based on the 

particle swarm optimization technique. A group of particles are used to represent the 

solution. The fitness function is designed to reduce the maximum completion time and the 

execution cost of the VMs. The proposed fitness function is designed to solve Multi 

Objective Optimization Problem in PSO. The Weighted Sum approach is used along with 

the fitness function to solve the problem. The approach is used to convert multi objective 

optimization problem into single solution with the help of the weights that are assigned to 

the function. 

Every particle has two components namely velocity and position. The velocity is used to 

change the searching direction of the particle. The current and the previous positions of 

each particle are stored for entire iteration. The local best value is computed based on the 

personal best position and it also keeps track on the minimum fitness value obtained in each 

iteration. The global best value is computed based on the overall best position and it stores 

the minimum fitness value in the entire population. The mechanism of the proposed 

TCAMTSA works until it reaches the maximum number of iterations. 

PSO is a population-based Meta heuristic technique. It is well suitable for continuous 

and combinatorial optimization problem. The task scheduling is a combinatorial 

optimization problem. PSO strategy is well suitable to solve the problem. The fitness 

function of the PSO requires basic mathematical and logical function and it is simple and 

easy to implement. The existing GA and Evolutionary programing techniques are difficult 

to implement. The Time complexity is high when it is compared to PSO. The PSO has 

larger searching ability and it is more efficient for computation of larger numbers. It can 
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handle objective function with stochastic nature. The procedure for TCAMTSA are 

elaborated as follows: 

3.1. Generation of Initial Conditions of Each particle 

The initial condition of every particle is generated randomly based on the specified 

constraint. Each particle represents the solution for task scheduling problem. 

3.2. Evaluation of Each Particle 

Each particle Xk is evaluated using the fitness function of the problem to minimize 

makespan and the execution cost is given in the (1). 

𝑓(𝑋𝑘) = (𝜃 − 1) × 𝑓(𝑥𝑖) + 𝜃 × 𝑓(𝑥𝑗)   
… (1) 

where, θ denotes the relative weight or preference of one objective over the other and it 

has range [0, 1]. When θ = 0, the optimization problem minimizes the makespan and if the 

θ = 1, it minimizes the cost. f(xi) denotes the makespan value and f(xj) represents the 

execution cost of the VMs in the multi cloud. 

𝑓(𝑥𝑖) = min(𝑀𝑘𝑠𝑝(𝑀))     … (2) 

Subject to MFr 

where, M is used to search and schedule the task-VM pair that minimizes the makespan 

and Fr is a feasible region in the objective space. 

𝑀𝑘𝑠𝑝(𝑀) = max(𝐶𝑇𝑚𝑖𝑗) × 𝑦𝑖𝑗    … (3) 

where CTij represents the completion time of the tasks, yij represents the decision variable 

and also denotes that the task is assigned to the VMs. 

𝐶𝑇𝑚𝑖𝑗 = ∑ ∑ 𝐸𝑇𝐶𝑖𝑗 + 𝑟𝑡𝑗
𝑛
𝑗=1

𝑚
𝑖=1    . … (4) 

where, i < 0 < m, j < 0 < n is used to represents the set of tasks, j denotes the set of VMs 

in the clouds, ETCij denotes the ETC matrix, m denotes the independent tasks and n denotes 

the virtual machines and rtj denotes the ready time of the j virtual machines. 

The tasks are scheduled to the VMs which are subject to the following constraints. 

𝑚 ≤ 𝑛      … (5) 

𝑦𝑖𝑗 = {
1,
0,

𝑖𝑓𝑡𝑎𝑠𝑘𝑖𝑠𝑠𝑐ℎ𝑒𝑑𝑢𝑙𝑒𝑑𝑡𝑜𝑉𝑀𝑖𝑗

𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
   … (6) 

where, yij represents the decision variable, m tasks and n VMs resources. 

𝑓(𝑥𝑗) = min(𝐶𝑠𝑇(𝐶𝑠))    … (7) 

Subject to CsFr 

𝐶𝑠𝑇(𝐶𝑠) = ∑ 𝐸𝑇𝐶𝑛
𝑗=1 × 𝑐𝑜𝑠𝑡(𝑇(𝑉𝑀𝑗) × 𝑦𝑖𝑗)  … (8) 

where, CsT(Cs)) is used to compute the execution cost of Task-VM pair in each cloud, 

Cs is used to search the task-VM pair with minimum cost in each cloud. 

3.3. Modification of Each Particle 

The position for each particle is modified according to the following equation (9). 

𝑝𝑡𝑖(𝑡) = 𝑣𝑙𝑖(𝑡) + 𝑝𝑡𝑖(𝑡 − 1)    … (9) 

 

 

where, 
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𝑣𝑙𝑖(𝑡) = 𝑤(𝑡). 𝑣𝑙𝑖(𝑡 − 1) + 𝑐𝑠𝑡1𝑟𝑑1(𝑝𝑡𝐿𝑏𝑒𝑠𝑡,𝑖 − 𝑝𝑡𝑖(𝑡 − 1)) + 𝑐𝑠𝑡2𝑟𝑑2(𝑝𝑡𝐺𝑣𝑏𝑒𝑠𝑡 −
𝑝𝑡𝑖(𝑡 − 1))  … (10) 

where, 

𝑣𝑙(𝑡) is the velocity of particle i at iteration t 

𝑤(𝑡) is the inertia weight and it is expressed in (10) 

𝑐𝑠𝑡1, 𝑐𝑠𝑡2 are the acceleration factors which are taken 0.12 and 1.2 respectively 

𝑟𝑑1, 𝑟𝑑2 are the random numbers between 0 and 1 

𝑝𝑡𝑙𝑏𝑒𝑠𝑡,𝑖 is the local best of particle i 

𝑝𝑡𝐺𝑣𝑏𝑒𝑠𝑡 is the global best of the group of particles in solution space 

𝑝𝑡𝑖(𝑡) is the position of particle i at iteration t 

𝑝𝑡𝑖(𝑡 − 1) is the previous position of particle in the iteration 

Inertia weight is a strategy used to balance the exploration and exploitation process in 

the PSO. Inertia weight is introduced to increase the convergence rate of the optimal 

solution. The velocity of each particle is controlled by the inertia weight. The chaotic 

random inertia strategy is used in the PSO to get the better global optimal solution. Chaotic 

random inertia weight strategy is used to increase the accuracy and to avoid pre mature 

convergence of the optimal solution. This strategy enables the global search ability in the 

PSO. 

The chaotic inertia weight for PSO is expressed in the equation (11) 

𝜔 = (𝜔1 − 𝜔2) ×
𝑀𝑎𝑥𝐼𝑡𝑒𝑟−𝑖𝑡𝑒𝑟

𝑀𝑎𝑥𝐼𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛
+𝜔2 × 𝑍  … (11) 

where, ω=0.9, ω2=0.4, Z is the random number generated for each iteration ∈ [0,1]. 

4. Algorithm of TCAMTSA 

Input: ETC Matrix, Num_Par, CsT 

Process: Chaotic Inertia Weight strategy is used to obtain optimal solution  

Output: Best particle with minimum makespan and Cost 

1. BEGIN 

2. Initialization Pos_Pari = 0, Par_Veli = 0 // Initialization stage// 

3. While Num_Iter = 500 // Termination Criteria // 

4. { 

5. While Num_Tk ≠ 0 && Num_VM ≠ 0 do // Total Number of tasks and VM //  

6. {   

7.      While Num_Par ≠ 0 // Total Number of Particles//  

8.        {  

9.   for 1 to Num_Par  

10.               { 

11.          f(Ai(t)) = Min(Max(CT(ETCij)) + Min(CST); // Fitness Function//  

12.   Compute the position of the particle based on the equation 5 

13.  Compute the velocity of the particle based on the equation 6  

14.  CInW= 0.9−0.4 × 500 – Itrcur / Itrmax + 0.9 × 0.5; // Inertia Weight//  

15.  If F(Ai(t)) < F(PLbest) // Performance of the individual //  

16.            {  

17.      F(PLbest) = F(Ai(t)); 

18.                   PLbest = Ai(t);  

19.   } 

20.  If F(Ai(t)) < F (PGbest) // Performance of the particle//  
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21.  { 

22.                      F(PGbest) = F(Ai(t)); 

23.                      PGbest = Ai(t);  

24.  }  

25.  Update the position of each particle and the velocity of each particle  

26.   Move each particle position 

27.  } 

28.             } 

29.        } 

30.   } 

31. END 

The ETC represents the Expected Time to compute matrix [19], Num_Par symbolizes 

Number of particles and CsT represents the execution cost of VMs in the multi cloud. The 

step 2 indicates the initialization stage of the algorithm. The Pos_Pari denotes the position 

of the particle. The Par_veli represents the velocity of the particle. In the initialization stage, 

the position and the velocity of the particle are randomly initialized within the feasible 

space. Each particle represents an initial task scheduling solution and each solution 

represents the task to VM resource mapping. In the step 3, the maximum numbers of 

iterations are taken as termination criteria of the algorithm. The steps (4-5) check whether 

the total number of tasks and the VMs resources are empty or not. 

The steps (6-10) checks whether the total number of particles are empty or not and 

iteration phase begins from this step. The fitness function is used in the step 11 and it is 

applied for each particle in the entire population. The position and the velocity of each 

particle are computed in the steps 12 and 13. 

The chaotic inertia weight is also applied to update the velocity of the particle and it is 

used in the step 14. The steps 15-19 clearly denote to compute the personal best position of 

the particle. These steps are used for the local search of the particle. 

The comparison is made between the performance of each individual and the personal 

best position of the particle. The steps (20-24) are used to compute the global best. 

5. Results and Discussions 

The TCAMTSA is tested using CloudSim [20] as the simulation tool. An initial random 

population is generated. The algorithm is executed for 400 iterations with 2 clouds. A task 

set of 10, 20, 50, 100 and 400 with four virtual machines are considered. 

Table 1: Comparative Analysis of Makespan values with existing algorithms 

Number of 

Tasks 

Min-Min 

(Milliseconds) 

Max-Min 

(Milliseconds) 

PSO 

(Milliseconds) 

TCAMTSA 

(Milliseconds) 

10 32.68 29.84 27.34 26.12 

20 62.45 56.45 49.89 47.22 

50 98.45 95.12 89.45 87.12 

100 134.56 128.78 120.56 118.56 

400 545.41 512.69 507.39 500.12 

The Table 1 depicts the comparative analysis of makespan values with the existing 

algorithms such Min-Min, Max-Min and simple PSO. The results show that the proposed 

TCAMTSA outperforms the existing algorithms. 
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Figure 2. Performance (makespan) of TCAMTSA with existing algorithms 
 

The figure 2 clearly depicts the graphical representation of the makespan values which 

are tabulated in the table 1. The X axis denotes the makespan in terms of milliseconds and 

Y axis represents the total number of tasks. 

Table 2: Cloud Resource Utilization Ratio 

Number of 

Tasks 

Min-Min 

( %) 

Max-Min 

(%) 

PSO 

(%) 

TCAMTSA 

(%) 

10 78.23 79.01 80.12 81.58 

20 79.05 81.25 81.98 82.98 

50 80.52 78.89 82.25 83.54 

100 81.02 81.45 83.12 83.98 

400 82.45 82.92 83.78 84.02 

The Table 2 depicts the values of cloud resource utilization for the existing min-min, 

max-min, PSO and the TCAMTSA for the tasks with different ranges 10, 20, 50, 100 and 

400. The proposed TCAMTSA shows the increased cloud resource utilization when it is   

compared with the existing algorithms. 

Figure 3. Cloud Resource Utilization Ratio of Proposed TCAMTSA 

The Figure 3 clearly depicts the graphical representation of the proposed algorithms with 

the existing algorithms. The results clearly show that the proposed TCAMTSA algorithm 
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increases the cloud resource utilization ratio when it is compared with the existing 

algorithms. 

Table 3: Execution Cost for the existing and proposed TCAMTSA 

Number of 

Tasks 

Min-Min 

(Dollars) 

Max-Min 

(Dollars) 
PSO (Dollars) 

TCAMTSA 

(Dollars) 

10 245.67 198.89 195.45 190.16 

20 300.12 265.56 220.15 200.54 

50 412.56 320.77 289.77 250.58 

100 578.96 498.38 455.12 400.12 

400 985.12 790.89 678.23 600.12 

The Table 3 shows the tabulated results of the execution cost of the virtual machines for 

the existing min-min, max-min, PSO and the proposed TCAMTSA algorithm. The 

simulation results prove that the proposed TCAMTSA algorithm reduces the execution cost 

when compared with the existing conventional min-min algorithm. 

Table 3 considers execution cost of VM values in the multi cloud environment with four 

virtual machines and two clouds for the tasks with different ranges of 10, 20, 50, 100 and 

400. 

 

Figure 4. Comparison of Existing Algorithms (Execution Cost) 

The Figure 4 clearly depicts the comparative analysis of the execution cost of the 

existing algorithms with the proposed TCAMTSA algorithms. The X axis denotes the total 

number of tasks and Y axis denotes the execution cost of VMs in terms of dollars. The 

results prove that the TCAMTSA requires less cost when it is compared with the existing 

Min-Min, Max-min and PSO algorithms. 

The normalized values of all iterations and the convergence characteristics are shown in 

the figure 5. The proposed TCMTSA converges at 152th iteration, whereas the simple PSO 

converges only at 200th iteration. The convergence rate of the proposed TCAMTSA 

algorithm is faster when compared with existing simple PSO. 
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Figure 5. Comparison of Convergence Rate with the Existing Algorithm 

The convergence rate is computed when the algorithm reaches the global optimum 

solution. 

 

6. Conclusion 

Time and Cost Aware Meta Task Scheduling Algorithm (TCMTSA) algorithm has been 

proposed for the independent tasks (i.e. Meta) in the Multicloud environment. The proposed 

algorithm minimizes time, cost and increases the cloud server resource utilization. There is 

a need for effective solution for this multi objective optimization problem. The simple PSO 

is suitable for the single objective optimization problems. The TCAMTSA is proposed to 

design a multi objective optimized solution for this problem. The fitness function is 

designed based on the additive weighted method and Pareto optimal solution for the multi 

objective optimization problem. The Simple Additive Weighted method is efficient method 

and it requires less time when compared with the existing methods. This method is used for 

multiple attribute decision making situations. So, this method is more suitable for multi 

cloud environment. The simple PSO uses linear weight. The convergence rate in the 

existing approach is relatively low. The chaotic inertia weight is used in the algorithm to 

increase the rate of convergence of the optimum solution. The parameters considered are 

makespan, cost and resource utilization. The proposed TCAMTSA algorithm achieves 

better resource utilization and minimizes makespan and cost compared to the existing 

algorithm. In future this algorithm can be modified for dynamic environment with other 

optimization methods. 
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