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Abstract 
 

Vehicular ad hoc networks (VANETs) is useful communication in the vehicular systems using wireless 

technology. High mobility is one of important characteristic of VANETs. A message from one node to 
another node in VANET is transmitted with help of CAN (Controller Area Network) bus.  VANET is prone 

to various security attacks. Due to lack of mechanism to verify original source and destination of the 

message an attacker can easily inject malicious messages in the system. This attack is called as 
Impersonation attack. The proposed research work uses and compares KNN and SVM machine learning 

algorithms to overcome Impersonation attack in VANET. The research work uses data set provided by 

Hacking and Countermeasure Research Lab (HCRL) for experimental evaluation. Experimental results 

show that KNN gives 98% accuracy for detection of Impersonation attack which is high as compared to 
SVM approach wherein it is 93%.   
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1. Introduction 

 
The huge development in various modern technologies by vehicle manufacturers has improved the 

functions of futuristic vehicles. Now a day’s cars and various types of vehicles are used by many people. A 

critical problem is that the transportation safety is becoming worse day by day. Even though well equipped, 

vehicles are dangerous. VANET [14, 15] can produce Intelligent Transportation system (ITS). The main 
objective of VANET is the security and flexibility. The VANET architectures are of three different types 

viz. WLAN (Wireless Local Area Network), pure ad-hoc, and hybrid. WLAN is connected with outside 

devices such as road side units so that the drivers can get real time information of vehicles. But to construct 
an infrastructure on road side is very time consuming and costly. Pure ad-hoc is like Vehicle to Vehicle 

(V2V) communication. Hybrid type is combination of WLAN and Pure Ad- hoc. An IDS (Intrusion 

Detection System) can identify malicious activity in vehicular communication system with the high demand 

to decrease the road side accidents and improving traffic security. IDS can assemble and examine the 
information transferred in the network to identify unauthorized access.   

 

This research works on Classification Approach for IDS in vehicle system [3]. We used KNN and SVM 
algorithms to cluster intrusions. The model detects two types of attack: DoS Attack and Fuzzy Attack.  The 

protocol used for communication between sensors and control units is named as CAN [15]. The CAN is a 

serial bus used for flexible performance. The connection between units is a single pair of wiring. The engine 
control unit, airbags, audio system etc. are the ECUs. The CAN bus protocol [20] is used to make 

communication easier and less complex. On board diagnostics can troubleshoot problem and create 

diagnosis report of the same. The speed of CAN protocol is 1 Mbps.   

 
The proposed work identifies different attack types. This research does analysis of different parameters 

which gives better results than earlier methods.  
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Following are the key research contribution of this work: 

1) The research work detects Impersonation attack using KNN and SVM. 
2) The research work does experimental comparison of the different kernel functions of SVM algorithm. 

3) Compare results of KNN algorithm using different values of ‘K’. It also explores use of different distance 

functions in KNN for attack detection. 

  
The structure of this paper is as follows: section II describes history of VANET intrusion detection system 

and literature survey related to proposed work. Section III describes methodology to identify attacks in the 

given dataset and also presents analysis of experimental results using different K-values. This section also 
describes comparison of different kernel functions. Section IV describes experimental environment and 

result using performance metrics and graphs. The paper ends by giving conclusion in the section V. 

  

2. Literature Survey 

 

The VANET plays the most important role in vehicular network security. We need to concentrate on the 

attacks possible in vehicular communication. The known attacks are identified by using the signature and 
encryption techniques, but they have limited prevention. To identify newer attacks we need second 

technique i.e. Intrusion Detection System in VANET.  

 
Taylor et al. [1] describes frequency-based anomaly detection mechanism. For the classification authors 

used OCSVM algorithm. This can detect same information within less packet frequency insertion. Leandros 

A. Maglaras et al. [2] proposed new Distributed Intrusion Detection System (DIDS). It introduced K-
OCSVM module which combine the well-known support vector machine classifier. In this module SVM 

with default parameters generate the outcomes which are clustered. Next, Khattab M. Ali Alheeti et al. [3], 

proposed system generates one Trace file in that all data collected and which is generated in simulation. 

Min-joo Kang et al. [4], setups DNN structure which was useful for in- vehicular network security. The 
model was based on Feature vector which is extract from in-vehicle network packets for which DNN can 

provide probability to each class to classify packets. Finally, Taylor et al. [5] describe anomaly-based 

detection mechanism which is called as LSTM recurrent neural network (RNN) to check malicious activity. 
The thought is to predict the future packets payload. If predicted value is different than the actual one then 

frame is malicious. Moayad Aloqailya et al. [6], in this paper author idea is to make smart vehicle 

communication to third parties through service request. Roland Rick et al. [7] describes model-based 

system in which sequence of events are taken into consideration for accurate prediction. The abnormal 
behaviour agents can be further processed using Alpha algorithm, but this model need to improve detection 

of attacks and payload of CAN bus events. Wang et al. [8] used distributed real time anomaly detection 

mechanism. The information is inserted into HTM module which can understand vehicular networks 
abnormal data sequence online. It requires co-ordination between more components. Hamid Mohammad 

Bhatti et al. [9], proposed cloud-based IDS which uses fingerprint data for the classification of activities. 

In the proposed techniques they assumed database which maintain the finger prints of every vehicles user. 
When vehicle joins RSU (Road side unit) that process verification using fingerprint then go to IDS and 

again it verifies behaviour of user. Next, Zhuo Weil et al. [10], describes vehicular IDS which is based on 

features of CAN message. This utilize LSTM model to train the system. Based on position of bits the 

classification is done. The future scope is that we need to check for another CAN IDs as well. Zhe peng et 
al. [11] describes DeepRSI. In this paper they collected data into vanet using mobile sensing technique such 

as GPS and data can be analyzed by smart devices such as smart phones. The proposed framework used 

spatio temporal relationship of vehicle GPS trajectories. Krzysztof et al. [12] in this paper they setup the 
CAN language module. Two AIDs used which detect roughly continuous messages but this model doesn’t 

work for binary signals hence doesn’t get convincing results. 
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There are several studies presented in literature to enhance the security of vehicular communication. This 

research work identifies new threat and analysis of different parameters which gives more acceptable 
accuracy and improves the vehicle safety. 

 

 

3. Impersonation Attack Detection Using SVM and KNN 
 

In this section, the subsection III.A introduces technical background to understand the proposed model; 

later subsection III.B discusses Architecture and mathematical modeling of proposed model.  

 

A. Technical Background 

 
Before introducing proposed mechanism, let us first briefly review the IDS with machine learning and 

threat types.  

 

a) Machine Learning in IDS 

 

IDS is more useful in network to detect malicious activities. Machine learning is mostly used in Vehicular 

network and for that we build IDS. K in KNN [18] is the number of instances that we used for determination. 
Choosing the right value of K is important for better accuracy. KNN has less calculation and accurate 

prediction. By using distance function, we classify new cases by using existing cases. The number of 

neighbors (K) [20] is a hyper parameter that you need to choose at the time of model building. In the SVM 
[18-19] first parameter we consider is decision boundary. 

 

b) Threat Mechanism 

 
Two types of attacks introduced are: DoS attack and Fuzzy attack [16]. To do analysis we used two datasets 

which are from real car datasets: DoS dataset and Fuzzy dataset. To insert too many requests in very short 

period is DoS attack. In DoS attack the ‘0 x 000’ is the CAN ID occurs after every 0.3 millisecond [20]. In 
the DoS attack the machine/network shut down automatically hence that is not accessible for user. An 

arbitrary data is injected continuously in Fuzzy attack type. In this type injecting message occurs in every 

250 milliseconds. Both datasets have the 12 attributes. We consider 1 as normal and 0 as injected. 

 

 

B. Proposed Mechanism:  

 
There are various types [14] of attacks identified in network that’s why vehicle system collapses. In the 

existing system only, few parameters used for the analysis and predict accuracy but those are not enough 

to predict acceptable accuracy.  
 

In the proposed approach, along with existing parameters we add new parameters which are kernel 

functions and distance functions to give better analysis results. We have identified one new attack type on 

same dataset. 
 

a) Detection of Impersonation Attack 

 
As mentioned earlier, we used raw dataset named as Impersonation Dataset which is having 12 attributes. 

CAN Id uniquely identifies CAN message which is generated automatically. Figure 1. Shows Detection of 

Impersonation attack [16]. It consists of five layers: Raw dataset, Pre-Processing, Features extraction and 
Normalization, classification, IDS. The following section gives detailed explanation of how raw data is 

processed in these layers to get appropriate output. 
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Figure 1  Detection of Impersonation Attack. 

 

 
Initially we have given appropriate name to raw dataset i.e. Impersonation dataset. We pre-processed the 

dataset to remove unwanted columns from the dataset and rename columns i.e. add header to each column. 

As the CAN Id is in Hexadecimal format, we converted that in decimal format and also, we remove missing 

values from dataset in the Pre-Processing step. 
 

The attributes selection process is used to select the most applicable features from the dataset and then 

algorithms are applied to achieve better performance of the model. 𝜒2-Test is used for feature extraction. 
We calculate 𝜒2 between each feature and the target and select the desired number of features with best 𝜒2 

scores. (see Eq. 1) 

𝜒2 score is given by: 

 

𝜒2 =  
(𝑂𝑏𝑠𝑒𝑟𝑣𝑒𝑑𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑦 − 𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦)2

𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦
 

 

Where, 
Observed frequency = No. of observations of class, 

Expected frequency = No. of expected observations of class if there was no relationship between the feature 

and the target. 
 

After implementation of algorithms dataset is split in to two sections: training and testing. In KNN we 

calculate the distance from the item with every other neighbouring item in class. We pick the immediate K 

neighbours and we check for class where more items are included. We classify the new item there. We have 
fine-tuned the value of P and calculate the distance in two different ways. We use Manhattan Distance if 

we need to calculate the distance between two data points in a grid like path. In this value of P is always 
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set to 1. Distance d is calculated using an absolute sum of difference between its Cartesian co-ordinates as 

below: (see Eq. 2)  

𝑑 = ∑ 𝑥𝑖 − 𝑦𝑖 ∨

𝑛

𝑖=1

 

Where n is number of variables, x and y are the variables of vectors x and y respectively, in the two 
dimensional vector space. i.e.  x = (x1, x2, x3,…) and y = (y1, y2, y3,...). 
 

Euclidean distance is one of the most used distance metric. In this P value always set to 2. The distance 
‘d’ formula as below: (see Eq.3) 

𝑑(𝑥, 𝑦) = √∑(𝑥𝑖 − 𝑦𝑖)
2

𝑛

𝑖=1

 

SVM algorithms [18] use a set of mathematical functions that are defined as the kernel. To take data as 

input and transform it into the required form is the function of kernel. Different SVM algorithms [18] use 

different types of kernel functions. These functions can be of different types. For example, linear, 

polynomial, radial basis function (RBF), and sigmoid. Finally, the intrusion detection system generates 
predictions. We train the model using training dataset and predict the response for test dataset. 

 

  

4.  Experimental Environment and Setup 

 

Section IV.A discusses experimental environment, such as dataset and parameters used for comparison. 
Section IV.B provides information about experimental results and analysis of the same. The subsection also 

provides information about a qualitative comparison of generated responses. 

 

A. Dataset 

 

Impersonation attack is evaluated using Impersonation dataset which are provided by the Hacking and 

Countermeasure Research Lab (HCRL) [13]. Injecting messages of Impersonating node, arbitration ID = 
’0x164’. It contains 695,365 numbers of messages. The dataset randomly separated into training, and testing 

sets with ratio of 70:30. 

 

B. Experimental Results 

 

In proposed mechanism we identify impersonation attack using KNN and SVM algorithms. The research 

work does analysis of three metrics Accuracy, Precision, and Recall [1], [20]. Other experimental analysis 
done by adding more parameters i.e. K-value. We test the model with K value 1 and predict with test set 

data and check the accuracy and other parameters then repeat the same process after increasing the k value 

by 1 each time. Here we have increased the k value by 1 from 1 to 10 and printing the accuracy with 
respected k value. Here the target is maximum accuracy, so we have taken the k value as 7 (in which 

accuracy was maximum after executing the code). 

 
Table 1: Result of Nearest K-value for Impersonation Dataset 

K-value Accuracy Precision Recall 

K=1 93 90 93 
K=2 90 95 91 
K=3 91 91 92 
K=4 93 88 94 
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K=5 93 90 94 
K=6 94 99 94 
K=7 98 99 99 
K=8 97 97 93 
K=9 95 88 92 
K=10 95 89 94 

 

 

We have used two distance functions to check the accuracy of algorithm hence the analysis tells that if you 
set P=1 i.e. Manhattan Distance function which gives higher accuracy than the Euclidean Distance function. 

 
Table 2: Comparison for Distance functions for Impersonation Dataset 

Distance Function Accuracy 

(in %) 

Recall 

(in %) 

Precision 

(in %) 

Euclidean Distance 73 74 70 
Manhattan Distance 74 74 72 

 

 

 
Figure 2: Comparison for Distance functions 

 

 
In the SVM, Table 3 compares different kernel functions can be different types. Though analysis tells best 

suitable which gives more acceptable results. 

 

 
Table 3: Results of metrics comparison for Kernel functions on Impersonation Dataset 

Kernel Function Accuracy 

(in %) 

Precision 

(in %) 

Recall 

(in %) 

Linear 90 85 84 
Poly 79 84 93 

RBF 93 88 94 

Sigmoid 84 88 88 
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Figure 3: Results of metrics comparison for Kernel functions 

 

 

The analysis report states that RBF kernel gives best accuracy than the other Kernels. Finally, research 
work calculate important factor which is comparative analysis of overall accuracy on Impersonation 

Dataset. 

 
 

Table 4: Result of KNN and SVM for Impersonation attack 

Algorithm Accuracy 

(in %) 

Precision 

(in %) 

Recall 

(in %) 

KNN 98 99 98 
SVM 93 88 94 

 

 
Figure 4: Comparison between SVM and KNN for detection of Impersonation attack 
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5. Conclusion 
 

There are many IDS systems presented for communication between vehicles. To identify more attack types 
and make vehicular system more intelligent is the main task of this model. The developed model 

outperforms best predictions however KNN performs better which gives 98% accuracy, 99% precision and 

98% recall. The research work identify that RBF kernel gives 76% accuracy which is more useful than 
other kernels. The Manhattan distance function gives better results than Euclidian distance function. In the 

future work we will implement deep learning approach and compare that with other traditional algorithms 

to identify more accurate results. Also we will try for multiple CAN IDs to identify more attack types. 
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