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Abstract 

Now-a-days there are many languages exist in our country. Scope of the Japanese language learning increasing in 

our country. In general the scripts are affected by their arrangement, style, low print feature and intermixed 

content like device printed and manuscript. In order to overcome these drawbacks we are using character 

segmentation and character identification algorithm. Initially the character segmentation algorithm will choose 

the segmentation line by structural property. Maximum curvature method is used to separate the merged character 

in a document. Then SVM classifier is used in last step to segment the image. Next the character identification 

algorithm is used. In this algorithm the geometrical features are calculated. Based on the center pixel character 

the first and second features are formed. The nearest pixel around the center pixel will help us to calculate the 

third feature. The character identification algorithm will use the K-NN classifier. The SVM and K-NN classifier is 

more accurate in segmentation process when compared with other segmentation techniques. The accuracy of this 

classifier will be 99% when compared with other classifiers. 

 

Index Terms: SVM classifier, K-NN, character segmentation, Maximum curvature method.  

I. INTRODUCTION 

  The computer will analyses the printed or written text by using Automated Optical Character Recognition 

(OCR).[5] This optical character recognition should recognize the scanned images. This includes photo scanning 

of the content character-by-character, investigation of the filtered in picture, and afterward interpretation of the 

character picture into character codes, for example, ASCII, regularly utilized in image processing. [7] This 

technique is also used in food manufacturing process. In industries the optical character recognition technique is 

depends on camera quality whereas in document analysis optical character recognition technique is depends on the 

machine. Uncertain light inside the machine due to shadow, checking point and ink dissemination are a portion of 

the fundamental issues experienced while examining.[1] There are three processes in optical character recognition 

technique. They are content localization, character segmentation and character identification. Character 

identification is an important process in document images for printed content.[10] But the merged content in a 

multilingual atmosphere it will be difficult task. The problem may occur due to the size and mode of a text. Before 

identifying the character the document should go to the segmentation process. This segmentation process will split 

the character from word images.[2] Latin script is similar with English language which has 26 letters, 5 vowels and 

21 consonant as like English language shown in fig.1.  

                 

Fig.1(a) Latin script 

The vowels, consonants and consonant modifiers may also present in Devanagri letters. The Devanagri script 

contains 13 vowels, 34 consonants and 14 vowel modifiers given in fig.1(b).                       
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Fig.1 (b) Devanagri Script 

Initially the character segmentation algorithm will choose the segmentation path by structural property.[3] Graph 

distance theory is used to separate the merged character in a document. Then SVM classifier is used in last step to 

segment the image. Next the character identification algorithm is used. In this algorithm the geometrical features 

are calculated.[5] Based on the center pixel character the respective features are formed. The nearest pixel around 

the center pixel will help us to calculate the third feature. [7] The character identification algorithm will use the 

K-NN classifier. Remaining of this paper will be organized as follows: section II  explains the proposed work and 

next section will discuss the simulation results and conclusion of this paper is given in section IV. 

II. PROPOSED WORK 

Submit In this section the character segmentation and a character identification algorithm was discussed. SVM 

algorithm is used to segment the input image. With the help of segmentation process the character is identified by 

using K-Nearest Neighbour algorithm.[6] The proposed work of this paper will be given in fig.2   

 

 

 

 

 

 

 

 

 

Fig.2 Block Diagram 

Initially the document should be scanned and the input image is taken. The character in input image should be 

identified with better accuracy.[4] For that the given input image will goes under further process like character 

segmentation and character identification. The input image is given in fig.3 

 

 

 

 

 

 

 

 

 

 

Fig.3 Input Image 

A. Character Segmentation 

 The input image will be processed and moves for segmentation process. In the segmentation process the image 
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will be binarized first and it will be segmented. First the input image is binarized and the vertical projection profile 

of an image should be considered with pixel intensity of  by using the following formula, 

 (1) 

Where  is a no.of.vertical projection path. The noise and fake projection paths may also generated. In order to 

remove the noise and fake lines Gaussian low pass filter is used. After removing the noise the image line is changed 

to smoothen projection profile. The smoothen line whose range from 0 to 2 was retained.[3] These projection lines 

will be coordinated with input image. At that time over-segmentation may occur that can be overcome by using 

subsequent conditions. 

(a)  In the event that distinction of two projection lines is not exactly or level with to limit, hold the correct one 

and force out the left one.  

(b) If contrasts of two bulge lines are more prominent than this limit, a normal of two bulge lines is determined.  

(c) Yet, if issue of over-division continues and at whatever point contrast of two bulge lines is more prominent 

than limit, hold the left one. [7] 

In the above step the joined character was segmented in exact way.[9] If the characters are merged then it is 

difficult to segment. For this the maximum curvature method is used.  The characters which is equivalent breadth 

and division picture element are high power pixels.[5] Presently, beginning in descending bearing and in every 

emphasis, present pixel turns into the middle picture element of a seeking window  , which is appeared in Fig. 

4.[12] As inquiry is in the descending course, just next column picture element are considered to diminish the 

excess and to make seeking instrument quick and basic.[13] 

f(a-1,b-1) f(a-1,b) f(a-1,b+1) 

 

f(a,b-1) 

 

f(a,b)    f(a,b+1)) 

f(a+1,b-1) f(a+1,b) f(a+1,b+1) 

Fig.4 Searching Method For Finding Segmentation Pixel 

 

The input image detects the character region and the binarization process will takes place by maximum curvature 

method.[11] Then the binarized character was extracted by repeated line tracking method shown in fig.5 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.5 Binarized Character 

 

 The over segmentation may occur during binarization process. Even the conditions may apply to reduce this 

problem the over segmentation will exist. In order to overcome that SVM classifier is used.[14] Linear Kernel 

SVM algorithm is used with high dimensional data. By using this classifier the input image was segmented. There 

are two sections in segmented process.[8] They are correct and incorrect section in training database. From the 
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input image the character is extracted and segmented and goes to dilation process. The segmented image is feed to 

trained SVM for dilation process.[6] The output of the segmented character is accurate by using SVM algorithm by 

removing the over-segmentation problem. Fig.6 explains the segmentation process with dilation. 

 
Fig.6 Dilated Image 

 

B. Character Identification 

The character identification section should perform the feature extraction process and uses the K-NN algorithm 

for character recognition.  The characters should be classified for feature extraction.[10] For character 

identification K-NN algorithm is used. For this basic leadership step, k-Nearest Neighbor is utilized in the 

projected character identification work where highlights of information character is contrasted and highlights of 

preparing tests to figure comparable k neighbors. [6] Exactness of k-NN relies on two elements, (i) remove work 

utilized and (ii) estimation of k. Here, three separations, for example Euclidean, city square what's more, cosine are 

utilized to figure separate between an information include vector   and each preparation highlight vector. Euclidean 

separate is given as, 

 

 (2) 
City square distance is calculated by  

 

  (3) 
    Cosine distance is calculated by  

 

 (4) 

 Here, N denotes measurement of quality vectors and distances ( , and ) between input vector a and bi are 

considered using (2-4). At this instantaneous, k nearest distances are take into account and number of times input 

vector belonging to each class are calculated.[13] Output of classifier is the class that occurs very frequently shown 

in fig.7. 

 
Fig.7 Processed Binary Image 

III. SIMULATION RESULTS 

A. Performance of character segmentation process 

 Initially the input image is analyzed and pre-processing step is carried out. In pre-processing step the 

binarization takes place. The input image is consisting of noise. The noise was removed by using Gaussian low 
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pass filter.[6] The maximum curvature method is used for binarization process. The binarized character is 

extracted by frequent line tracking technique. The maximum curvature method and repeated line tracking method 

acting an important role in segmentation process. During binarized character extraction the over-segmentation 

problem may occur. To overcome that support vector machine algorithm is used.[2] The SVM algorithm is used for 

segmentation to improve the accuracy. The experimental result of segmentation process in shown in fig.8  

 
Fig.8 Result of Character Segmentation  

 

B. Performance of Character Identification process  

The output of character segmentation is next moves for feature extraction process. Based on the center pixel 

character the first and second features are formed.[4] The nearest pixel around the center pixel will help us to 

calculate the third feature. The character identification algorithm will use the K-NN classifier. The distance 

between the pixels is calculated by using Euclidean distance, city distance and cosine distance. The identification 

rate is measured by  

 

 (5) 
 

 

 

From the feature extraction the character is identified by using K-NN algorithm. The extracted character is given 

to the K-NN algorithm. This algorithm will improve the accuracy and minimizes the time consumption.[9] At last 

the character will be identified by using character identification algorithm with better accuracy shown in fig.9 and 

fig.10 

 

 

 
Fig.9 Result of Character Identification Process 
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Fig.10 Recognition Methods For Indian Document 

 

IV.CONCLUSION 

 For Japanse hand written and printed text documents the character segmentation and character identification 

algorithm is used. The documents may contain different scripts. The scripts may have the problem with low quality 

images and merged texts. For this problem we are going for segmentation process. The character of input image is 

segmented by using the support vector machine algorithm. This SVM algorithm is used to reduce the 

over-segmentation problem in segmentation process. Then feature extraction process is carried out by next step. 

Then the character identification process will be executed by using K-NN algorithm. Character in the input image 

is identified by K-NN algorithm. The character identification and segmentation algorithm used in this proposed 

system is more efficient when compared with other database. The accuracy of the character identified is about 

99%.  
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