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Abstract 
Sentiment Analysis is emerging research area under Natural Language Processing 

(NLP). Sentiment Analysis has wide range of applications such as finding Customer opinion, 

digital marketing, politics etc., NLP tries to understand the meaning of the word from human 

perspective. Developing a Sentiment Classification model is a challenging task, as it involves lot 

of computation and memory requirement is high. Even then number of researchers has tried to 

simplify the model construction. There are numerous methods to capture the Sentiment from 

corpus, in which word embedding is showing better results. The word embedding models such as 

word2vec and Glove are widely used today. The disadvantage of the word embedding model 

does not perform well on small corpus. The proposed optimized word vector model improves the 

accuracy of the word embedding models. In our approach, we create vectors on the results of 

traditional Lexicon, POS tagging, word position algorithm and concatenate those vectors. The 

result shows that optimized word vectors has improved the accuracy of Sentiment classification. 
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1. Introduction 
Sentiment Analysis is an approach to identify the interest of the people on products, 

movies, politics etc., computing sentiment from a huge corpus is a complex process. There are 

numerous and tools available to capture the Sentiment from a document. The traditional methods 

of Sentiment classification are Lexicon based approach, using POS tagging, Statistical approach 

and deep Learning. Although these approaches use different strategies to capture sentiment from 

document, identifying the correct meaning of a word in a sentence is difficult. Researchers have 

worked on lot methods to improve the accuracy of sentiment classification. Word embeddings 

[2] are the pre-trained word vectors which works fine comparing to other traditional methods. 

The representation of the words from a document is important for Sentiment classification. 

Semantic lexicon and corpus [3] are jointly used for word representation. The relation 

between the words are computed using the semantic lexicon and also identifies the co-occurrence 

of words. This incorporation method eases the word representation using sentiment lexicon 

process. In the distributed word to vector representation [4], the skip-gram model in word2vec is 

used to precisely capture the relationship among words. This approach also subsamples the more 

frequent words quickly and also shows that more phrases in the corpus can be easily identified. 

Input to Machine Learning models are fixed length feature vector [7], which reduces the 

efficiency of model since ordering and semantics are ignored. Paragraph vector representation 

learns the feature from the variable length texts from documents; paragraphs etc., and converts 

that to fixed length feature vector. Paragraph vector improves the text representation compared to 

legacy bag-of-words model. 

 

2. Related work 
A Deep contextual word vectors [8] are generated using the bidirectional language 

model. Bidirectional model consists of two layers and on top of this model Embeddings from 

Language model is built. ELMo model differs from traditional word embedding. Continuous 

space representation [9] uses the neural network to construct the word vectors. This model learns 

the relationship between the words automatically, for example King - Man + women compute a 

vector close to queen. This method answers the 40% of the analogy questions. 
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Word Embedding: 

The vector learning technique Glove [11] works on word co-occurrence to generate word 

vectors. From the co-occurrence matrix, the relationship between the words is identified and here 

the matrix constructed with the statistical information about words in corpus. The hybrid 

approach [13] on sentiment prediction combines the Word2Vec and sentiment lexicon method. 

The hybrid approach benefits in understanding the semantics of the documents much better. This 

approach works fine with most of the classifiers and better results are achieved with SVM 

classifier. 

Sentiment Lexicon: 

  In vector representation statistical information is used to construct the word vector. 

Vector representation model may disregard the proper relation between the words. The vector 

space refining [12] model uses the relational information based on semantic lexicon to improve 

the vector representation. Semantic representation [14] method captures the relationship between 

words more precisely. The documents in the corpus are converted into word vector 

representation using word embedding algorithms, and then the semantic of the words in the 

vector space are defined using the lexicon based method. The extraction of semantic from the 

vector space further optimizes the results of the sentiment analysis. The unified model [15] for 

word representation works better than a single word vector representation. The word sense 

representation and word sense disambiguation complements one another to achieve a better word 

representation. This method eliminates the words with less importance from the word 

representation. 

Deep Learning Method: 

Deep learning [16] methods are helpful in doing the tasks in a hierarchical approach. The 

Deep learning models can work on both labeled and unlabelled data. The accuracy of the model 

relies on the hidden layers. There are different algorithms in deep learning which follows 

different strategy to implement the tasks. Distributed representations of word vectors [17] using 

feed forward and Recurrent Neural Net language model unveils the complex patterns between the 

words in the documents. 

 

3. Proposed System 
The works related to improve the accuracy of word vectors are being combined in our 

approach. In our work the different approaches such as Lexicon based method, PoS tagging, 

word position vector and other NLP techniques are combined to achieve optimized word vector. 

The optimized word vector architecture is being represented in Figure 1. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 
Figure 1: Optimized word vector architecture 
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Lexicon based vector: 

The lexicons are set of words with its polarity score values providing the insights of the 

word. Lexicon model consist of word and its sentiment values. There are lots of Sentiment 

lexicons available, choosing the lexicon having high impact for our problem is more important. 

We choose NRC Emoticon Affirmative Context Lexicon and NRC Emotion Lexicon, which 

groups the lexicons into 4 categories namely anger, fear, Joy, sadness. 
 

Table 1: An Example of Lexicon based vector 

 

S.no Term 

NRC Emoticon Affirmative 

Context Lexicon and NRC 

Emotion Lexicon 

1 People [0.121] 

2 Spend [0.297] 

3 More [-0.031] 

4 Time [0.234] 

5 With [-0.179] 

6 Family [0.515] 

 

PoS Tagging: 

 
The fundamental process in NLP is Parts-of-speech tagging. This method consigns a pos 

tag to every word in the document. This method carries more information about the neighbors of 

every word. PoS tag generated document is converted into vectors and combined with Glove 

vectors. Words with similar meaning will have the same vector. In figure 2 every word in the 

document (W0 to W5) is mapped with its corresponding PoS tag and converted into vectors. 

Word Position Algorithm: 

 

This algorithm calculates the relative distances between every word with other words in the 

document. The proximity of the words in the document provides a better knowledge to find the 

similarity between the words. In our example “people spend more time with family” the relative 

distance between more to spend and family are -1 and 4. In figure 2 depicts the relative distance 

between the words in the example and its corresponding vector representation. 

 
             W0             W1                        W2                        W3                       W4                   W5 

Words [   People       spend more  time  with         family 

 

PoS tag [<NNS>      <VB>         <AVB>         <NNS>           <WITH>       <NNS> 

  

Vectors [dNNS     dVB  dAVB  dVB  dWITH             dNNS 

  
Rel.distance [[0,5]    [-1,4]  [-2,3]   [-3,2]   [-4,1]           [-5,0] 

 

Vector  [P0=[d0,d5]   P1=[d-1,d4] P2=[d-2,d3]       P3=[d-3,d2]      P4=[d-4,d1]     P5=[d-5,d0] 

 

Figure 2: An example of PoS tagging and Position to vector 

 
Word2Vector Model and Glove: 

 

Word2vec provides the good quality word embeddings constructed based on CBOW and 

Skip-gram model. The vector generated using the word2vec model contains the words in the 

close proximity in the document. Our method takes a sentence form the corpus and returns 
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optimized word vector of the sentence. If the input sentence is “people spend more time with 

family”, then input is divided into set of words W ={ people, spend, more, time, with, family. In 

the next step POS tags are assigned to the words and constant vector is generated as the result of 

second phase. In the third step the word2vec method is used to generate the word vector for 

every word in the sentence. If the word is not present in the NRC lexicon then its vector is 

assigned as zero. Finally all the vectors from the previous steps are concatenated. The optimized 

word vector representation is as follows, 

 

OWVpeople = (dPeople, dNNS, P0, dlex-people), 

OWVspend = (dspend, dVB, P1, dlex-spend), 

OWV more= (d more, dAVB, P2, dlex-more), 

OWVtime = (dtime, dNNS, P3, dlex-time), 

OWVwith = (dwith, dNNS, P4, dlex-with), 

OWVfamily = (dfamily, dNNS, P5, dlex-family), 

OWVpeople, dpeople, dNNS, P0 and dlex-people represents the optimized word vector of 

people. 
 

Dataset: 

We use IMDB and Rotten tomatoes movie review dataset prepared by Pang and Lee, 

which contains 2000 and 10662 reviews respectively. Both the dataset contains equal number of 

positive and negative reviews. 
 

4. Results 

 
We used two sentiment lexicons and bigram score in our approach. The Lexicon scores 

are normalized. Our method is tested on two different deep learning models. 

 

Table 2: Results of our approach 
 

Model  Dataset Word2Vec Glove OWV 

Model 1 

(static) 

IMDB 80.2 79.7 81.5 

RT 80.5 80.1 81.9 

Model 2 

(non-

static) 

IMDB 80.4 80.1 81.7 

RT 80.9 80.3 82.1 

 

The dataset is tested under two different models and the proposed approach shows better results 

compared to the existing word embedding models. The optimized word vector outperforms the 

Word2vec and Glove methods in both the conditions. 
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Figure 3: Performance of RT dataset 

 

 
 

Figure 3: Performance of IMDB dataset 
 

The above chart shows that the proposed optimized word vector method has high accuracy than 

the word2vec and Glove methods. 

 

5. Conclusion 
In this paper, we created the vectors for every model. Then the vectors are concatenated to form 

the final word vector. The performance of the two well known word embedding methods is 

compared with the proposed method OWV. The results show that the proposed method 

outperforms the traditional methods. The proposed method has improved the accuracy of 

sentiment identification task under all models. The accuracy of the pre-trained vectors can be 

increased by concatenating with other vectors. The correct selection of Lexicon method also 

improves the accuracy of the sentiment analysis technique. Our proposed approach increases the 

accuracy of the sentiment classification technique 
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