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Abstract 

Cloud computing has captured all the related scenarios of technology and changed the conventional 

methods and bottlenecks of computing. Cloud computing is a necessary for today’s technology.  One cannot 

ignore task scheduling and resource optimization while working on cloud environment.. Asset planning for 

cloud is an extreme errand and the arranging of right assets to cloud remaining burdens counts on the QoS 

needs of cloud works,  while in  parallel with this  task, gain  is  one of   the crucial  feature for cloud  

service vendors. It is primarily depend on the cloud service platform’s structure and requirement of market. 

Customers get very perplexed about whose service is best suitable for them, as there is large number of 

CSPs dwelling in the market with the different pricing strategies and hosting services , which claims to 

cheaper than another. Several recent studies, claiming on bridging the gap between server program data 

and operations designed for reduced resource consumption.  As with all the benefits of a professional 

program on a distributed computer is divided into two categories, namely cost and revenue.  Like all 

businesses, the benefit of a specialist system in distributed computing is identified with two sections, which 

are the cost and the income.  The resource optimization and scheduling consist of allocating a single type 

of resource among the waiting jobs. 

    Keywords: Cloud computing, Resource scheduling algorithms, Resource management, Resource 

distribution policies, Task job scheduling, task scheduling, optimization. 

 

1. Introduction 

Cloud infrastructure services, popularly termed as infrastructure as a service (IaaS), distribute service 

infrastructure - often a virtual server - as a service and make hiring servers easier and more cost effective. 

Cloud computing by NIST "pay-per-view - Use an easy-to-use, on-demand in a collective pool of 

computational assets like networks, servers to be allocated and released instantaneously with minimal effort 

to manage or interact with the cloud server. 

Here studied some papers related to cost effectiveness in cloud computing which helps to find out best 

algorithm to minimize the cost of resources. Fei Tao et al. proposed the issue of active transmission of 

Dynamic Migration of YMs (DM-VM), in the cloud platform is examined [3]. A triple target streamlining 

worldview for DM-VM is fixed, which takes essential input, correspondence among YMs, and 

transmigration race into considering the conditions it performs normally. David Candeia et al. reported that 

the SaaS providers can lessen operating expenses and intricacy  by buying occurrences through reservation 

merchandise ,but you also require foreseeing the number of occurrences desired in the future [4].  

Xuanjia Qiuet al. investigates competent transfer of a content shared application on mixed cloud which 

consists of a private plus public geo-distributed cloud applications [5].  They suggest a structure following 

Lyapunov optimization hypothesis by proposing an interesting, cooperative data incentive and request 

allocation algorithm, which reduces the application operating cost with QoS assurance. Shuangcheng Niu 

et al. suggested a Semi-Elastic Cluster (SEC). A computing model for establishments to book and resize 

cluster based virtual cloud in a dynamic way [6]. They proposed a set of unified batch reserving and 

resourcing strategies in a uniquely enabled SEC, aligned with an online reserved occurrence provisioning 

algorithm on the basis of task record. Philipp Hoenisch et al. presented a way for way for planning plus 

improvement in utilization of essential assets by way of least resources utilization, in consequence attaining 

elastic processes [7]. 
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Yi Zhang et al. proposed an effective heuristic (EH) containing two phases (task ordering and task planning) 

[8]. EH utilizes a Longest Task First method (LTF) to make a task order. A Task Assignment method (TA) 

is fixed to plan all tasks in the acquired order one by one. The experimental outcome shows that the 

proposed EH out performs the baseline (Round Robin). 

Renan Delvalle et al. projected that the data centers these tasks and try to sustain optimum deployment of 

the elements; they ensure noteworthy fixed cost for energy and electricity disbursement [9], for fixing this 

overheads they have developed structure with Electron, with Mesos. Electron is created so that it can be 

made according to heuristic driven force which goes in hand with the various policies like First Fit and Bin 

packing. 

The performance of Electron is decided after comparison with the widely used Aurora framework. In 

general, their work exhibit that Electron could lessen the usage by 95th percentile of CPU along with 

27.88% reduction in DRAM utilization, total energy devoted by 19.14%, usual power consumed by 

27.90%, and max peak power spending by 16.91%, while attaining a similar make span when compared to 

Aurora using the proper combination  of power  capping and  scheduling policies. 

Mohammad Jassas and group proposed a framework for increasing the local resource of implanted 

frameworks, which are colossally restricted for memory processing, stockpiling, in distributed computing 

which gives adaptability and high accessibility to inserted frameworks. What's more, a planning calculation 

is actualized for decrease of the execution time and finding the expense of utilizing the cloud. This 

investigation relies upon the rationale which straightforwardly relies on the intricacy and prerequisites of 

the calculation of assignments. The proposed structure has been applied utilizing Windows Azure 

administrations. The structure is assessed with respect to execution. 

 

2. Objectives 

● Implementation of Cuckoo Search strategy for solving optimizing problem. 

● To explain task load balancing crisis in cloud environment to diminish cost and time.  

● Attribute based resource mapping process to enhance system performance. 

● To improve the utilization ratio of the resource as well as guarantee application quality of service 

 

3. Methodology 

Here the proposed architecture of system for the workflow planning and scheduling algorithm is presented 

and studied in brief for multi-tenant cloud platform. There are various notable workflow management 

systems, like Pyrus, SAP WfMS, Pegasus. 

 

 
Figure 1: Reference model for Workflow Scheduling 

Not with standing, a considerable lot of their highlights are advanced for ordinary framework and bunch 

figuring to execute single/various job(s) or workflow and in this manner will be unable to acquire the greater 



International Journal of Future Generation Communication and Networking  
 Vol. 13, No. 1s, (2020), pp. 291-- 297 

ISSN: 2233-7857 IJFGCN  

Copyright ⓒ2020 SERSC 

293 
 

part of the key parts of distributed computing, while such frameworks experience the ill effects of restricted 

asset provisioning.  

 

Despite the fact that there are few works tending to work flow booking on mists, e.g., they were not 

composed with regards to multi-occupancy. Given the rise of assorted arrangements of logical workflow 

applications each having a place with various areas, a multi-occupant mindful and adaptable workflow stage 

is expected to cost-adequately execute/convey the workflow uses of numerous tenants. The imagined design 

empowers such workflow applications to share a solitary foundation while exploiting the versatility and 

pay-as-you go charging model of distributed computing.  

 

Figure1 delineates a four-layered plan of the stated workflow booking framework. The main layer 

(occupant) comprises of workflow maker/writer. The succeeding layer (middleware) consists of workflow 

dispatcher, benefit line, workflow scheduler, shared pool asset data, ten-insect data and execution store, 

QoS screen, Furthermore, agent. The third layer is the virtual framework layer, and the fourth layer is the 

physical foundation layer. Each layer is associated with succeeding layer.  

 

Tenant Layer: Every occupant particular cloud workflow is arranged by obtaining the inhabitant inclination 

and QoS. Each inhabitant represents an individual workflow function to the work flow booking framework. 

The workflow events are booked by the accessible assets (virtual machines, data center, and so on.) at the 

given due date. The inhabitants present the work flow applications as per a uniform or arbitrary distribution. 

The workflow scheduler checks the accessibility of administrations and assets as per the clients QoS pre-

conditions and then applies the given planning approach to implement planned workflow assignments.  

 

Middleware Layer: With a fixed agenda to acknowledge multi-occupancy, an proper middleware is required 

to limit the fundamental many-sided quality as arrange, oversee, and recognize various occupants and in 

addition inhabitant particular customization of workflow applications. Actually, it separates the inhabitant 

and framework layers. Middleware layer consists of various segments,  workflow scheduler, QoS observing 

part, and execution store segment.  

● Workflow Dispatcher: Its work is to calculate the workload of all the applications and send out to 

the administration line. 

● Service Queue: The administration line keeps up a necessary line intended for all approaching 

workflow responsibility and conveys them to the workflow scheduler. 

 

4. Algorithm 

Resource Optimization and Task Scheduling using Particle Swarm Optimisation (PSO) 

Here proposed the implementation of the PSO and I-PSO (Improved PSO) in cloud sim environment to 

increase the efficiency of cloudlets and to enhance the resource optimization in cloud environment. It also 

shows efficient task execution.  

PSO Algorithm 

PSO is a search algorithm which is based on the common behaviour of the migratory birds’ flock. Each 

bird in a flock adjusts its flying and is in search of space, this nature is based on their flying understanding 

of its own and also other birds. The population is initialized unevenly with a particle’s group in which every 

element depicts a solution. The focus of the algorithm is to explore for the best by a count of iterations. In 

every step, elements are calculated by means of a fitness function, and the resulting is the particle’s fitness 

value. Only the best value is stored for the particle which is depicts personal best, pbest. Lastly, the element 

with the best fitness value is selected as global best   (gbest). Thus every particle has to save two figures, 

pbest and gbest. These values help in guiding the particles heading towards an improved position. Every 

molecule alters its voyaging speed by progressively comparing with the flying encounters of the equivalent. 
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It can be seen in following flowchart code the values of subsequent location of any particle is updated based 

on particle’s current velocity and position, as well as , the distance between its present position and pbest, 

the distance between its present position and gbest. 

 

 

Figure 2: Flowchart of PSO algorithm 

I-PSO Algorithm 

In IPSO, a particle represents a point in a D-dimension space, indicates a best possible answer for 

optimization problem. Particle p has its position   𝑥 = (𝑥𝑖1, 𝑥𝑖2,, . , . , 𝑥𝑖𝑑)    and velocity   𝑣 =
( 𝑣𝑖1,𝑣𝑖2, . , . , 𝑣𝑖𝑑,), which dictates its flying direction and distance. The fitness value of all particles is 

calculated by the optimized function. Particles fly through the problem space by following the subsequent 

particles with the best solutions. In every iteration, each particle always updates its location by keeping 

track of two best values; gbest means the location of the best solution whole swarm gained and pbest the 

gained location of the best solution of a particle. 

In I-PSO, particles are evaluated as follows: 

𝑣𝑖𝑑
𝑘+1   =  𝑤𝑖𝑑

𝑘  + 𝑤1(𝑝𝑏𝑒𝑠𝑡𝑖𝑑
𝑘 − 𝑥𝑖𝑑

𝑘  )  +  𝑤2(𝑔𝑏𝑒𝑠𝑡𝑑
𝑘 − 𝑥𝑖𝑑

𝑘  )                                           (1)                                                

𝑥𝑖𝑑
𝑘+1  =  𝑥𝑖𝑑

𝑘  +  𝑣𝑖𝑑
𝑘+1                                                                                                                         (2)                          

       

Where,  𝑊1 =  𝑎1𝑟  and  𝑊2 =  𝑎2𝑟 , is the inertia weight, 

𝑎1 And 𝑎2 are acceleration coefficients (positive constants),  

ran1 and ran2 are random functions in the range [0, 1]. 

In IPSO, the function of inertia weight w is to balance global exploration and local exploitation, and   it 

controls the impact of. In IPSO, the impact of the preceding velocity on the current velocity for a particle 

is controlled by the inertia weight (w) and it linearly reduces according to following equation  
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𝑤 =   𝑤𝑚𝑎𝑥  − 
𝑤𝑚𝑎𝑥−𝑤𝑚𝑖𝑛

𝑘𝑚𝑎𝑥
∗ 𝑘                                                                                                  (3) 

Where,  𝑤𝑚𝑎𝑥  - the initial weight, 

              𝑤𝑚𝑖𝑛 - The final weight, 

              𝑘𝑚𝑎𝑥 - The maximal iteration numbers, k is the current iteration number.  

Cuckoo Search Optimization is been working for mapping the work process assignments on cloud assets 

and is as given in IPSO calculation. Every arrangement speaks to a mapping of task and asset. Each task is 

assigned out to just a single asset and just a single asset executes each undertaking in turn. When executed, 

no assignment is permitted to be executed on various assets. 

To advance the competence issue of task scheduling in cloud  

Load balancing mutation algorithm focuses on reduction of parameters like make span, execution time, 

round trip, in turn reducing overall cost. Along with all this it also claims reliability and load balancing. 

The idea of Load balancing mutation Particle Swarm Optimization (LBMPSO) reorganizes the breakdown 

tasks to the obtainable (VM) which is based on minimum load on each machine. LBM assures that all vm 

are assigned and executes the tasks suitable with their load handling capacity. In LBM, primary focus is on 

establishing the failure tasks. Then evaluates load on each machines as, 

 𝑣𝑚𝑖 = (𝑣𝑚𝑖
𝑟𝑒𝑠𝑜𝑢𝑟𝑐𝑒

𝑡𝑜𝑡𝑎𝑙𝑅𝑒𝑠𝑜𝑢𝑐𝑒
) ∗ 𝑁.  

Thirdly classifies the tasks depending upon necessary resources available and VMs are sorted according to 

load on each VM. 

Steps in LBM Algorithm 

Finding best result of PSO. 

1. For all tasks in T, 

a. Find unassigned task 

b. Find tasks which are assigned to more than one task. 

2. Amongst all virtual machines, 

a.  Find present weight on each VM is the present task assigned. 

b. Find actual weight on VM. 

3.  Sort all vm depending on actual freight. 

4.  From all sorted virtual machines find VM  

If real freight vm > current freight, 

Remove task from the sorted list  

Increase freight vm++ 

      5. Find next vm repeating same loop based on resource 

Focus on the resource mapping process performance. 

Resource mapping phase, is mapping the resource details with server. In the beginning client sends the 

message to cloud that there is a need of accessing the particular amount of resources for storing from the 

shared resources, after that the key generation is done by mapping server only after valid client registration. 

Client uses the cloud platform through security key provided after all the formalities. Two keys for each 

user are created by mapping server, for node mapping and link mapping phase respectively. Mapping server 

used the first key is used for mapping of various attributes mapping like IP address, user name and host 

name, etc. 

Optimizing algorithm is encoded as a scheduling plan according to the number of workflow tasks. 
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The bottleneck of, finding a task of least makes range and cost is NP-hard. Because of the multifaceted 

nature of burden adjusting issue, a large portion of scientists proposed meta-heuristic calculations for taking 

care of the issue. Here Cuckoo search technique is utilized to locate an ideal arrangement. 

 

5. Result 

The after-effects of reproduction are created utilizing our utilization of one drive cloud. It gives essential 

classes to depicting computational assets, server farms, clients, virtual machines, applications, and 

approaches for the administration of different parts of the architecture like booking and provisioning which 

chips away at various C#.net or JAVA, One drive Cloud give API as can be construct. 

 

 

 

Figure 3: IPSO Execution Result 

The above diagram indicates that the output of our IPSO algorithm which shows us that the no of cloudlets 

assigned by the broker to the data centre, It also displays the time of assignment and completion with the 

difference between assignment time and completion time. 

6.  Conclusion  

This paper explains new approach for resource optimization and task scheduling advancement and 

undertaking booking methodologies for cloud framework that bolsters the load adjusting that chooses which 

specific VM is designated to support demand so as to adjust the load. The focus of the study is to assign 

resources in enhanced manner and execute the undertakings productively. The further detailed study will 

also help to enhance the performance even better. 
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