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Abstract 

    Sentiment analysis is a type of opinion mining which is used to determine the person’s opinion, 

feelings, thoughts and judgement expressed on the text. Sentiment analysis main concern deals 

with classifying what the person expresses in its text and analyzing these text helps to know whether 

the person is angry, sad, happy etc. So, in this paper we have classified the text in 3 parts positive, 

negative and neutral. The positive text means the person is happy, or supporting a good cause etc., 

negative text means either the person is angry, sad, upset etc. and neutral text deals with the person 

giving facts or information about something. This paper deals with how we have used three models 

for classification of text naïve bayes, random forest and support vector machine. 

Keywords: Sentiment Analysis; Machine Learning;Naïve bayes; Support Vector Machine(SVM); 

Random Forest classifier; Lemmatization; StopWords . 

 

1. Introduction 

Sentiment Analysis is becoming the growing need for large companies, businessman, tutors etc. 

The sentiment analysis helps to know what people feel about a subject and whether the feedback 

by the person is good or bad. One of the best reasons of using sentiment analysis is that it analyses 

large amount of data and humans are bound to errors so if the same thing is done by the machine 

it will both save time and resources. This paper deals with how we analyzed the text and classified 

based on the sentiments. There are four sections in this paper section 2 will be literature review, 

section 3 consist of methodologies and section 4 is the conclusion. 

 

2. Literature Review 

Sentiment Analysis is one of outgrowing fields which help many things which is useful for easier 

working process. With the use of sentiment analysis on twitter data, we were able to identify how 

the people felt about current scenarios happening all over the world. For e.g. The new law passed 

by the government of India for citizenship of Muslims, a large no. of people commented about it 

on twitter and we were able to identify the negative and positive comments given by the people.  

As mentioned in paper [1] they classified tweets using the HMM model, SentiWordNet, Naïve 

Bayes and ensemble approach and giving as much 70% accuracy.  In this paper, sentiwordnet 

classifies the tweet as positivity, negativity and objectivity. This method is used to tag the words 

used in the sentences. They have used the lexicon-based approach which means it maps the word 

to the dictionary meaning of words. The HMM model used is used to analyze sentiment tag and 

also see the occurrence of that word. 

Another paper [2] did the same classification of twitter to analyze public reaction to UK energy 

companies. They have used the lexicon approach too but in different way. They have used lexicon 

approach for tagging words and also for classification using two methods Sentimentr and Hu & 

Liu Lexicon.  

There have been many papers who have used different methods for classification, like in paper [3] 

they used aspect level approach to classify e-commerce data like public reactions. They used 

sentiwordnet for tagging the sentence whether it was positive, negative or neutral and then they 

classified the tweets using SVM and Naïve Bayes algorithm. 

In paper [6] wherein the prediction of election result for Donald Trump and Hillary Clinton was 

analyzed for 6 weeks period wherein they used NRC classifier which is a lexicon approach and it 
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consist of almost 31,000 words which can be used tagging the sentence and thus classifying the 

tweets using that. 

 

The sentiment analysis is also used by institutes to analyze the feedback of the students so in the 

paper [7], they preprocessed the data and extracted features using n-grams and tf-idf and then 

mapped words to the lexicon features. Then they used the classification algorithms as SVM and 

Random Forest classifier and thus simplifying the analysis of the feedbacks. 

So, sentiment analysis is not only helpful for companies but also for the government to know how 

the citizens feel about their decisions and how they could take their opinions into consideration. 

So, in this paper we have used sentiment analysis on twitter to classify negative and positive tweets.  

 

3. Methodology 

This section mainly deals with classification of the texts and sentiment classification. The 

sentiment classification is not any easy task it requires lot of preprocessing of data so that data 

could be easily classified. To achieve the result there are various modules. 

1. Data collection/ data acquisition 

2. Preprocessing 

3. Feature Extraction 

4. Sentiment Classification with methods and classifiers 

 
 

Figure 1. Process of classification of twitter data 

 

3.1 Data Acquisition/ collection: 

For training the data we used labeled datasets which is available on Kaggle. These datasets 

contained almost 50,000 tweets with labels of 0 and 1. 0 determining the negative behavior and 1 

determining the positive behavior. So, we trained 70% of that data and tested 30% of the data. 

 

3.2 Preprocessing: 

In this process data is cleaned and it is presented like a natural sentence. The special symbols like” 

#, $, @” and also the URLs for any site are removed. In many of the sentences we found spelling 
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errors, punctuations etc. so for that we used functions. We also used stopwords library which is 

has almost 29,000 words which are commonly used so we removed them. Also, all the emojis and 

emoticons are crucial part of tweet, so we marked smiley emoji as happy hilarious and removed 

the emojis after tagging them in terms of the text. After that we used tokenization method for 

processing the tweets. Then we used lemmatization method, which is used for tagging adverbs, 

nouns, adjectives etc. and getting them in single form. For eg: running, ran, run all comes down to 

‘run’. 

 
 

Figure 2. The above diagram are a few words which are used in preprocessing of the data 

and these are as many 29,000. 

 

 

 
 

Figure 3. Figure showing how the textual data is preprocessed column by column and final 

column has clean data 

 

3.3 Feature Extraction: 
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In feature extraction important words or emotion are extracted. For feature extraction we used two 

methods TF-IDF and bag of words (BOW).  

TF-IDF: 

TF (term frequency): this method is used to get the frequency of the words that are there in a 

particular sentence. 

IDF (inverse document frequency): this method is used to see the frequency of the words in the 

entire dataset. 

So, TF-IDF is basically used to get the rare words. The count of words in the document decides its 

rarity. For eg: ‘the’,’is’,’have’ etc. are the kind of words which are commonly used so TF-IDF 

basically transforms the sentence so that we get all the rare words. 

Bag of Words: 

Bag of Words is usually used to split the words in the sentence and thus getting the words on which 

TF-IDF is performed. The bag of words is also used for extracting the feature as it is also used to 

get the rare words which would mean getting a good feature out of the sentence. 

3.4 Sentiment classification with methods and classifiers: 

We will be classifying the text if it is positive or negative. After extracting the features, we would 

now train the model and test the model with various methods.  We had split the datasets randomly 

in terms of (70,30). The 70% of the data is used for training the model and 30% is used for testing 

the model. 

There are many methods and classifier used for classifying the sentiments. 

 

Sentiment classification using Naïve Bayes: 

Naïve Bayes is probability-based algorithm. It is used to compute the probability of every aspect 

of the text so in this case the features of the text. In Naïve Bayes we usually get the probability 

with aspect of the feature and then the total probability is bifurcated based on which we wanted to 

classify. In our case, it was whether the tweet was negative or positive. 

 

 
Figure 4. Naïve Bayes classification 

For naïve bayes classification we received about 94% of accuracy and below is the figure shows 

that: 

 

 
 

Figure 5. The above figure shows the precision, recall and F1-score of the classification of 

tweets using Naïve bayes . 
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Sentiment classification using Random Forest Classifier: 

Random Forest classifier is another method which analyses the tweets and classifies them. The 

random forest classifier is basically like a collection of decision trees and the result of a tweet in 

each decision tree are compared with each other and then the final output for the tweet is given. In 

our case, we used 200 decision trees in random forest to get an optimal output. The random forest 

proved to be great in classifying tweets. 

 

 
 

Figure 6. Working of the Random Forest Classifier 

[5] 

 

 
 

Figure 7. The above figure shows the precision, recall and F1-score of the classification of 

tweets using Random Forest Classifier. 

 

Support Vector Machine: 

It uses the hyper plane to divide the datasets into classes. Hyper plane classifies the set of data. 

Support Vector Machine is one of the classification techniques which is great at classifying the 

tweets. As we used SVM we had to modify and iterate many values in SVM. The gamma and C 

value iteration in SVM was done by us so that we get a good accuracy. There were about 90 

iterations in C and gamma values done by us which then gave us the best fit value of C and gamma 
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thus using those values for classification it proved to be highly effective helping us get 96% of 

accuracy in sentiment analysis. 

  

 
Figure 8. SVM classification 

[4] 

 

Below figure shows the iterations done on the C and gamma values of SVM: 

 

  

 
 

Figure 9. The C and gamma value iterations 

 
Figure 10. The above figure shows F1-score, recall and precision for classification of tweets 

using SVM. 

RESULTS: 

 

Table 1. The below table is the confusion matrix of 9,589 tweets of Naïve Bayes. 

 

Classifier True Positive  

(TP) 

False 

Positive (FP) 

True Negative 

(TN) 

False Negative 

(FN) 
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Naïve Bayes 8905 583 101 0 

 

Table 2. The below table is the confusion matrix of 9,589 tweets of SVM classifier. 

 

Classifier True Positive  

(TP) 

False 

Positive (FP) 

True 

Negative 

(TN) 

False 

Negative 

(FN) 

SVM 8832 301 383 73 

 

 

Table 3. The below table is the confusion matrix of 9,589 tweets of Random Forest 

classifier. 

 

Classifier True Positive  

(TP) 

False 

Positive (FP) 

True 

Negative 

(TN) 

False 

Negative 

(FN) 

Random Forest 8848 354 330 57 

 

 

Precision =                         TP 

                             TP + FP 

 

 

Recall =                     TP 

                             TP + FN 

 

F1 =                    2* Precision * Recall 

                             

                              Precision + Recall 

 

Table 4: Comparing the F1-scores of all three methods 
 

Classifier F1-Score (%) 

Naïve Bayes 94% 

SVM 96% 

Random Forest 96% 
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4. Conclusion 

We used three methods and they proved to be very effective and   thus it can be used for many 

other applications. The future scope of sentiment analysis is very vast and thus it can help many 

different companies to get customers, help the government, for tutorial feedback analysis etc. 

 

 

5. Future Work 

As it has vast applications, we will use sentiment analysis for following purpose: 

 Prediction of election results 

 Analysis of student feedback 

 Verbal Sentiment Analysis  
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