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Abstract
Choosing The Wrong Word May Convey Unintended Connotations, Meanings Or Attitudes In A Mach-
Ine Translation Or Natural Language Generation System. Identifying Near Synonyms Like Near, Closer,
Almost And Close By -- Words That Share The Same Core Meaning But Differ In Their Nuances— Can
Be Made Only If Knowledge About Their Differences Is Available. Identifying Such Synonym Of A
Word/Entity In The Given Context Is A Critical And Trending Concept In Natural Language Processing
(NLP) Which Has Immense Application In Various Fields Like Word Sense Disambiguation, Text
Summarization, Document Retrieval Etc. There Are Wide Variety Of Technique And Methodologies Have
Been Proposed For Identification Of Synonyms In A Given Context By Utilizing Various Dataset Or
Corpus. Identifying Synonym In A Given Context Has Become More Trending Topic In A Research Field
Of NLP. In This Paper We Try To Discuss Various Technique And Works That Has Been Used To Solve
Automatic Synonyms Retrieval Problem.
Keywords:
Distributional Semantic Model (DSM), Pattern-Based Model, Supervised Learning, Hard Synonyms,
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1. Introduction

Synonyms Represent The Semantic Relation Between The Words In A Language. The Synonyms Can Be
A Substitutable Word In A Given Context Without Changing The Meaning (Absolute Synonyms) And
The Sense Of The Context (Sense Synonyms). Identifying The Synonym Of A Word In The Context Is A
Trivial Task For Human. But The Same Trivial Task Is Difficult To Achieve By The Machines. Only
With Rigorous Training And Large Appropriate Knowledge Base, Machine Can Achieve This Synonym
Identification Task.

The Task Of Identifying Semantically Similar Terms And The Semantic Relation Between The Word Pair
Has Received The Lot Of Attention And Many Methodologies Have Been Proposed For Semantic
Similarity Measurement (SSM). Methods Of Semantic Similarity Measurement Can Be Categorized As
Knowledge Base And Distributional Methods. Earlier Literatures Make Use Of Manually Constructed
Resources Like Wikipedia Or Wordnet (Miller 1995) For SSM. While Resources Like Wordnet Provides
Limited Information To The Machine And, It Is Not Available For All The Languages. Distributional
Semantic Models (Dsms) Are The Alternative For The Knowledge Base Method. Dsms Model Work On
Distributional Hypothesis I.E. Two Words Are Considered Similar If They Share Common Context. For
Example, Some Words Like “USA” And “United States” Often Mentioned In Similar Context And They
Are Synonym Of The Country USA. Most Communally Used Dsms Are Latent Semantic Analysis
(LSA) And Random Indexing (RI) (Sahlgreen, 2005). Recent Works Combine Knowledge Base Like
Wikipedia With Distributional Method (Mihalcea And Hassan 2011). Advantage Of DSM Over
Knowledge Base Is DSM Requires No Etymological Knowledge Other Than Corpus. On Contradictory
Part Disadvantage Of DSM Over Knowledge Base Is Dsms Can’t Identify Different Type Of Synonyms
And Could Not Able To Different Sense Of Polygamy Words.

Another Often Used SSM Method Is Pattern Matching. Semantic Similarity Measurement Is Done Based
On The Observed Pattern In Context. For Example, Consider The Sentence “United State Of America Is
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Also Called As America” By Which We Can Identify The Semantic Relation Between “United State Of
America” And “America”. As Dsms Uses Distributional Feature, Pattern Matching Method Uses
Identified Patter Of A Sentence As Feature To Identify The Synonyms. Some Work (Mendqu, Xiangren,
Jiaweihan — 2017) Combine Dsms And Pattern Matching. Resent Works Make Use Of Machine Learning
Concepts Like Supervised Learning And Deep Neural Network For Classifying The Word Pair As
Synonym And Not.

Below Figure Shows The General View Of Synonym ldentification Task. The Input May Be A Word,
Text Or Document. As Processing, Key Word As To Be Extracted From The Input (Text Or Document)
And Appropriate Methodology Must Be Applied In Order To Identify Synonym Of The Extracted Key
Word. The Identified Synonyms Must Replace The Key Word As The Output.

Input Sentence
Example: Washington was suffering from cancer.

Extracting synonym of a word
Example: cancer

Text Corpus
Synonym Seeds

» | Knowledge >
Base

Y

Model Learning
Identifying potential synonym
Example: leukemia

l

Output
Example: Washington was suffering from leukemia.

Figure 1 : General View Of Synonym

Identification Task ID | Sentence
1 | Washington Is The  First

President Of The USA.
2 | Washington Is A Wealthiest

Country.

3 | Cancer Involve Abnormal Cell
Growth.

4 | The Exact Cause Of Leukemia Is
Unknow.

Entity | Synonym

USA USA, America
Cancer | Cancer, Cancers,
Leukemia
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In This Paper, We Try To Identify The Different Techniques Used To Solve The Synonyms Identification
Task. The Organization Of This Paper Is As Follows. Current And Future Scope Are Discussed In
Section 2. Objectives Of This Work Are Discussed In Section 3. Detailed Survey On The Considered
Work Is Discussed In Section 4. Benefits And Conclusion Are Discussed In Section 5 And 6
Respectively.

2. Current And Future Scope

Synonyms ldentification Has Been Used In Several NLP Application, One Of The Remarkable Work Is
Automatic Synonym Detection Or Extraction (Wang And Hirst, 2019; Wang Et Al., 2018; Castelli,
2018), In Turn This Application Has A Great Advantage In Tasks Which Includes Information Retrieval,
Machine Translation, Spelling Correction, Speech Recognition, Text Categorization ( Hairst, 2016).
Based On Word Alignment Of Parallel Corpora A Multilingual Approach Has (Vana Der Palas Et Al.,
2019) Higher Performance Scores For The Task Of Synonym Identification Than The Monolingual
Approach. Other Work On Semantic Distance Between Words And Concepts (Mohammad, 2017)
Emphasize On The Benefits Of Multilingual Over The Monolingual Treatment.

Benefits Of Synonyms Acquition Can Be Extended And Used In Various Applications Like Sentence
Rephrasing, Source Code Parsing, Synonyms Identification In Medical Term, Cryptography (For
Encrypting The Information) Etc. Performance Of The System For Synonym ldentification Can Be
Improved By Combining The Advantages Of Different Methodologies. The Performance Measures Of
Synonym Procurement Can Also Be Increased By Improving The Knowledge Base That Has Been Used
For Training The Machine.

3. Objectives Of The Study
Assessing And Understanding The Inner Meaning Of Sentences Is A Trivial Task For Human. To
Achieve Same Task Via Machine Is Difficult. It Requires Enormous Dataset Or Knowledge Base And
Different Methodologies To Train The Machine. Identification Of Synonym In A Given Context Is
Similar Kind Of Issue Which Require Good Amount Of Dataset And Technique. In This Paper We
Tried To Give A Brief Description About The Different Words That Has Been Done In Automatic
Synonym ldentification.
Obijectives Of This Work Are:
e To Identify The Different Methodology Used To Solve The Automatic Synonym ldentification
Problem.
e To Identify The Advantage And Disadvantage Of Each Methodology.
To Gain The Insight Of, How Different Literature Or Work Combine The Different Methodology
To Get Better Accuracy.
e To Compare Different Methodology With Respect To Their Performance.

4. Related Work
This Section Provides Brief Description Of Different Works And Approaches Used For Synonym
Identification Tasks. In This Section We Also Try To Analyze The Performance And Result Of Each
Work.

Table 1: Detailed Table Of Synonym Identification Tasks

SN

Autho | Publi | Year | Title Methodol | Description Result Remark

cation ogy
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Dainai | Assoc | 2006 | Building And | Unsupervi | This Work Presents A | The Precision | They Can
nkpen | iation Using A Lexical | sed New Lexical | And Recall For | Consider More
And For Knowledge Base | Decision- | Knowledge (Near | This Work | Features For
Graem | Comp of Near- | List Synonym Difference). | Were Estimated | Pattern
e Hirst | utatio Synonym Algorithm | Unsupervised Decision- | As 70-80% Extraction
nal Differences List Algorithm Is Used
Lingui To Derive The Patterns
stics From The Special
Dictionary of
Synonym Difference.
Kanam | Assoc | 2006 | Synonym Thesaurus | This Work Makes Use | They Build A | This Work Can
e iation Retrieval Using | Based Of Word  Vector | Word  Matrix | Be Enhanced For
Kashar | For Word  Vectors | And Concept. Of High | Other NLP
a And | Comp From Text Data | Single They Build Two- | Dimension That | Applications
Christo | utatio Value Dimension Word | Improves T | Like Word Sense
pher nal Decompos | Vector From | Performance Of | Disambiguation,
Lingui ition Dictionary Definitions | Synonym Information
stics (SVD) Of Words Which Can | Retrieval. Retrieval Etc..
Be Used To Calculate
Degree Of Semantic
Similarity.
Masato | Assoc | 2008 | A Supervised | Distributio | In  This Paper The | Distributional This Paper Make
hagiwa | iation Learning nal Synonyms Acquisition | Feature(DFEA | Use Of The
ra For Approach To | Semantic |Is Viewed As A |T) Classifier | Supervise
Comp Automatic Approach | Classification Problem. | Has As Greater | Learning
utatio Synonym And The Model Will | Performance Technique  For
nal Identification Pattern Classify The Word Pair | 95.25% But | Synonym
Lingui Based On | Based In To Synonyms Or | When This | Identification.
stics Distributional Approach | Non-Synonyms. Classifier Is
Feature They Build Nearly 5 | Combined With
Synonym Classifiers. Pattern-Based
As A Corpus New | Feature I.E.
York Times Section Of | (DFEAT-PAT)
English Giga Word Is | Classifier The
Considered Precision  Has
Been Increased
T0 95.37%
Mlade | Assoc | 2012 | Distributional Latent In This Paper They | LSA Model | This Paper Took
nkaran | iation Semantic Semantic | Build Several Models | Has The Great | The Great
, Jan | For Approach To | (LSA)Ana | Using LSA And RI. Performance Advantage  Of
Snajde | Comp Detecting lysis And | For Knowledge Base | Than The RI | Basic Models
r , | utatio Synonyms In | Random They Make Use Of | Model. Like LSA And
Bojana | nal Croatian Indexing( | Large Hrwac Corpus . Best Accuracy | RI.
dalbelo | Lingui Language RI)(Basic | Model Has  Been | Achieved Were | The Performance
basi stics Models Of | Evaluated On | 68.7%, 68.2%, | Of The Model
DSM) Dictionary-Based 61.6% On | Can Be
Similarity Test. Noun, Improved By
Adjectives And | Incorporating
Verb , | Additional
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Respectively.

Techniques Like
WSD

Glyn Proce | 2013 | Finding Clustering | This Paper Makes Use | This Work Got | This Study Can
Caon, | eding Synonyms  And | Algorithm | Of The Co Selection | Good  Result | Be Enhanced
Mark | Of Other Concept(Selection Of | Even With | Further And
Truran | The Semantically- The Related | Weak Could Able To
And First Similar ~ Terms URL\Topic By The | Parameters. Extract Other
Helen | Austra From Coselection User From The Result | The Number Of | Kind Of Lexical
Ashma | lasian Data Of Surfing). False Positive | Knowledge.
n Web They Build Weighted | Is Low
Confe Terms Graph  And | Especially For
rence( Identify The Cluster | Traditional
AWC) Overlap To Calculate | Text Search.
Similarity Between The
Co Selected URL.
This Study Also Shows
That Both Text And
Image Search Can Be
Used To For Synonym
Identification.
Ching- | Assoc | 2014 | Practical Vertex This Work Makes Use | This Work This Work
Yun iation Linguistic Coding Of Synonym | Improves The | Experiments The
Chang | For Steganography Algorithm | Substitution As The | Data Embedd Use Of NLP
And Comp Using Contextual Major Transforma -Ing Capacity Concepts For
Stephe | utatio Synonym -Tion In Linguistic Linguistic
n Clark | nal Substitution And Steganography. Steganography.
Lingui A Novel Vertex They Address The Two This Work Can
stics Coding Method Major Issue of Be Extended To
Synonym  Substitution Different
I.E. Words With More Language.
Than One Sense And
Identifying The
Synonym Of A Word
With  Respect The
Context.
They Constructed
Graph Where Words
Are Represented As
Vertices, Synonyms As
Edges And Unique Bits
Are Assign To Each
Word Calculated By
Vertex Coding
Algorithm.
Suntae | Spring | 2015 | Automatic Based On | This Work Is An | This Work | This Word Is
kim er Identifier Code Attempt To Solve The | Could Able To | Very Useful For
.Dongs | Scienc Inconsistency Dictionary | Problem Of | Detect The | The Developer
unkim | e Detection Using Inconsistent  Identifier | Inconsistent To Find The
+Busi Code Dictionary In The Source Code | Identifier In | Inconsistent
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ness Using Code Dictionary. | The Software | Identifier In
Media Code Dictionary Is | Code With | Their Source
New Build Using The API | 85.4% Code And
York Document Of Popular | Precision And | Improve The
Java Projects By Using | 83.9% Recall. Software
Natural Language Quality.
Processor (NLP)
Parser. They Consider
Three Type Of
Inconsistent Identifiers
(Semantic,  Syntactic,
And POS)
Tugba | Assoc | 2016 | Turkish Distributio | This Paper Extracted | Considering All | This Work Uses
YILDI | iation Synonym nal The Features Of The | The Attributes | Variety of
Z For Identification Semantic | Entity From Different | As A Feature | Features
,Banu | Comp From  Multiple | Approach | Resources Like | Set Of Training | Obtained From
DIRI utatio Resources: Monolingual Online | Data , The | Multiple Sources
And nal Monolingual Dictionaries, Bilingual | Success Rate Is | So The Model
Savas | Lingui Corpus, Online Dictionary , | 95.2% And The | Could Able To
YILDI | stics Mono/Bilingual Wordnet And | F-Measure For | Achieve 95.2%
RM Online Monolingual ~ Turkish | Synonym Is | Success Rate.
Dictionaries, And Corpus. 81.4% Where | They Could Also
Wordnet Machine Learning | The False | Make Use Of
Algorithm Has Been | Positive Rate Is | Antonym
Applied To Those | 24% And False | Relations As A
Extracted Features To | Negative Rate | Filter To
Identify The Semantic | Is 1.6%. Improve The
Relation Between Performance Of
Word Pair. Synonym
Identification.
Anasa | Assoc | 2017 | Hard Synonym | Distributio | This Paper Makes Use | They Calculate | This Word s
binaub | iation And Applications | nal Of The Concept Called | The Recall | Potential
an For In Automatic | Semantic | Hard Which  Gives | Investigation Of
Comp Detection Of | Approach | Synonyms(Semantic The Percentage | The Concept
utatio Synonyms  And Relation Between Two | Of The Hard | Hard Word And
nal Machine Words  That  Are | Synonyms Their Usage.
Lingui Translation Synonyms In More | Which ~ Were | This Work
stics Than One Language). Conformed As | Shows How
They Build Their Own | Synonyms  In | Hard Synonyms
Database With Four | The Dictionary. | Are Used For
Different Language. For English | Synonym
Database Has The | And French, | Extraction From

Information Like Word

The Recall Is

Corpora And To
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Constructed Hard
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Synonyms Are
Extracted Which Are
Considered As True
Synonyms
Mengq | Arxiv: | 2018 | Automatic Distributio | This Paper Present’s A | This Frame | This Paper
u, 1706. Synonym nal Frame Word Called | Work Has The | Combines  The
Xiangr | 08186 Discovery With | Semantic | DPE. Better Advantages  Of
10 en VI[Cs. Knowledge Approach | This Frame Work Is | Performance Both
Jiawei | CL] Bases And The Combination Of | Compared To | Distributional
Han Pattern Distributional Features | PATTY (Pattern | Model And
Based Based On Corpus- | Based Pattern-Based
Approach | Level Statistics And | Approach) Model.
Textual Pattern Based
On Local Contexts.
Amir | Assoc | 2018 | Word Embedding | Word- This Work Presents | Gives  Better | This Work Can
Hazem | iation Approach For | Embeddin | New Word Embedding | Performance Be Extended To
And For Synonym g-Based Approach For | Compare  To | Synonym of
11 Beatric | Comp Extraction Of | Approach | Automatic ~ Synonym | Baseline Various Length
e utatio Multi-Word Retravel Of  Multi- | Algorithm
Daille | nal Terms Word Term(MWT)
Lingui
stics
Kai Assoc | 2019 | An Enhanced | Supervise | This Work Proposed A | This Work Has | This Work Has
Lei, iation Computational d Method To Identify | Achieved Achieved
Shangc | For Feature Selection | Learning | The Synonym  For | 97.37% Adequate Result
hun Si, | Comp Method For | Model Medical Terminology | Precision Rate, | Which Can Be
Desi utatio Medical Support Of Chines Language. 97.33% F1 | Improved By
Wen nal Synonym Vector They Have Considered | Score And | Concentrating
12 And Lingui Identification Via | Machine 13 Features From Both | 96.00% Recall | More On Fields
Ying stics Bilingualism And | (SVM) Chines And English | Rate Like Symptoms,
Shen Multi-Corpus Language And Identify Drugs And
Training Those Features That Diseases.
Are More Useful To
Identify The Synonym
Of Medical
Terminology In Chines
Language.
5. Benefits

Lexical Knowledge From Synonym Identification Can Be Used In Different Applications Like Word
Sense Disambiguation (Soroa And Agirre,2009), Automatic Thesaurus Construction, Finding The
Similarity Between Documents (Saric,2012), Wordnet Acquisition (Broda, 2008), Text Summarization
(Inui 2003), Expansion Of Query (Pantel 2009), Machine Translation And Goggle Search Engine.

6. Conclusion
In This Paper, We Have Identified Different Methodologies And The Way It Has Been Used For
Automatic Synonym Identification. We Identified Methodologies Like Knowledge Base, Distributional
Base, Pattern Base, Supervised Learning Methodologies Etc. In This Study We Came To Know That
Amalgamating Different Methodologies Gives Better Result Than Using Discrete Techniques. Integrating
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Different Methodology Help To Combine The Advantages Of Each Integrated Methodologies And Helps
To Overcome The Short Comes Of Those Methodologies. The Study Of Automatic Synonym
Identification Has A Greater Scope In Most Of The NLP Application. Our Study Is Helpful To Know The
Existing Work And Different Methods To Solve Automatic Synonym Acquition.
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