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Abstract 

 Mother Nature is a great inspirer of this universe. Nature always finds a way to exist and 

motivates us to solve tough and multifarious problems in the realm of Information Technology and 

Computer Science. Nature solves its problems on its own and this is the main key for exploring the 

nature inspired algorithms. Here the optimal solution is derived by maintaining a balance between all 

the components. These algorithms are imitated by the way the nature solves its own problems and 

renders a feasible solution. The nature inspired algorithms need to be hybridized not only to get the 

best possible solution but also to solve the same by maintaining the perfect sense of balance among its 

components. This motivation has led to pursue research work on nature inspired computing. This work 

presents a comparison of various nature inspired algorithms which can be used for feature selection. 

It can be extended to all the domains including medical, web, user profiling and so on.  

Keywords: Nature Inspired Algorithm, Optimization algorithms, Feature selection, Hybridization 

 

 Introduction 

 Optimization is the one which finds the best feasible solution which commonly exist in 

scores of disciplines. In nature a deterministic approach or stochastic approach is present and the 

same can be used in Optimization algorithms. Deterministic approach requires huge computational 

labour, which fails as the magnitude of the problem increases. This leads to the insight for using 

nature inspired stochastic approach for optimization algorithms. Meta heuristics provides adequately 

a good solution for optimization problem and it uses techniques involving randomization and various 

local search algorithms to find a solution for a given problem as it performs in Evolutionary 

algorithms, Swarm based algorithms and Simulated annealing search. 

 

Nature as a Problem Solver 

 The nature inspired algorithms as its name suggests gets its inspiration from nature. They 

apply simple conditions and rules to explain and solve complex relationships without even having 

detailed facts of the search space. The best optimal solution provider is nature. Physical phenomena 

like formation of river, destruction through forest fire, formation of clouds, rain, thunder etc. are 

examples of nature giving optimal solutions for problems that exist in nature. A straight forward 
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association can be made possible between nature and technology. Nature inspired computing 

provides optimal solution in computing which includes areas like network security, robotics, 

bioinformatics, Big data etc. This paper compares various Nature Inspired optimization Algorithms 

for feature selection and discusses their respective application areas. 

 

About Evolutionary Algorithms: 

Evolutionary computation in short known as EC [1] is an idea used in the knowledge engineering 

area which targets to take advantage from combined prodigy in a customizable large group of problem 

solvers who employ the repetitive progress which includes different phases like growth, development, 

reproduction, selection, and survival that are included within a given population. Prominent 

successful algorithms are algorithm based on Genetics. The condition they use is best to survive and 

belong to population based stochastic search algorithms. 

 

Intelligent Water Drops Algorithm (IWD)  

A novel population based method proposed by Hamed Shah-hosseini in the year 2007 [12] is 

Intelligent water drops algorithm. It is inspired with the processes involved in the formation of river 

systems constituting the steps and the subsequent reactions that happen between the water drops in 

the waterway and the changes that occur in the surroundings as the river is formed. After observing 

the behaviour of the drops, an artificial water drop algorithm is formed that inherits some of the 

significant properties of the natural water drop. The Intelligent Water Drop algorithm poses two 

significant features: 1.Soil (IWD) (i.e.) the quantity of the soil it carries currently. 2. Velocity (IWD) 

(i.e.) the velocity with which it moves currently. The problem under consideration will be the location 

and the surroundings in which the water flows. The algorithm advances  in distinct countable-length 

steps. From its present position to its subsequent position, the IWD velocity increases. The total 

velocity increased is calculated as discretely relative to the inverse of the soil that lies in-between the 

present location and the subsequent locations. Some amount of the soil that lies between the paths is 

removed when both the locations are connected. The removed soil is included to the IWD. It is 

indirectly relative to the time required for the IWD to move from its existing position to the 

subsequent location. The total time for this process is estimated using the velocity of the IWD and 

the distance between the existing and the subsequent locations. IWD takes the tracks with light soil 

on its beds to the paths with heavy soils on its beds. The chance of choosing the subsequent track is 

always indirectly proportional to the soils available in the track. 

Disadvantage of IWD: 

Occasionally IWD will not lead to the feasible solution.  Random probability is the reason behind 

this [24]. 

 

Swarm intelligence 
Next we will look into Swarm Intelligence (Kennedy and Eberhart, 2001 [7]) algorithm that is very 

widely used by researchers in analysing and implementing adaptive systems. The dissimilarity 

between the Evolutionary algorithms and the Swarm Intelligence is that the former takes on genetic 

change of organisms for their survival and latter takes on combined social behaviour of the organisms. 

The tool used in finding the optimal solutions is the behaviour pattern of the Swarm. Here the word 

“swarm” refers to the uneven activities (i.e.) the locomotion of the particles in the problem domain. 

An SI algorithm takes motivation from the group behaviour of animals’ specifically self organized 

behavioural patterns deployed by them in the search of food. 

 

The principles involved in the SI are basically categorised into five basic principles.  

 

The Principles behind Swarm Intelligence:  SI can be explained with the following five basic 

principles. 

 

No.1: Awareness 
Every member in the swarm should be aware of its environment and abilities. It must be able to perform 

time and space calculation.  
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No.2: Autonomy 
Every member in the swarm must function as a self-directed master. This is necessary to self-regulate 

the allocation of work. 

 

No.3: Solidarity 
Every member in the swarm must help in solidarity. When task in hand is completed every member 

must search for a new task. 

 

No.4: Expandability 
The entire group (swarm) must adapt expansion where members are dynamically grouped. 

 

No.5: Resiliency 
The system must be adaptable (i.e.) self-healing when any member in the system is removed; the 

remaining members should carry out the unfinished tasks. 

 

Environmental Science: 

The environmental science that exist in nature reveals the techniques for addressing complex 

problems in engineering and Technology. The ecological system includes all organisms along with 

the abiotic factors such as non living chemical and physical parts such as air, soil, water etc. The 

species present in ecological system interact with each other. The interaction can exist in two modes, 

one is cooperative which represents sociality and division of labour and the other one will be 

competitive.  Also there are two types of interaction that exist in the environmental system. They are 

the interspecies interaction and intra species interaction. The interaction between inter species can be 

categorized into three main types with respect to the outcome of interaction. If the interaction is 

positive it is termed as mutualism, if it is negative it is parasitism and it is commensalism when the 

interaction is neutral. The following chart reveals the various types of interspecies interaction in the 

environmental system. 

 

 
 

This reveals the different ways and means in which social evolution and the social foraging happens. 

Biogeography studies the distribution of species over a particular time and space. 

 

Human Innate Immune System: 

The human body without our knowledge is constantly at war. We are surrounded by harmful bacteria, 

viruses, parasites and toxins. It affects the health of the human beings. To overcome this, the body 

uses the natural immune system to fight against anything that may cause a threat to the human body. 

The natural immune systems are the parts in the immune system that works automatically, no matter 

what and how the damage is caused. They all aim at protecting the body without the requiring a lot 

Competitio
n

•Two species foraging in a limted resource envrionment

•Effect is negative in both the cases

Predation

•One species fall prey to another species

•Effect is positive/ negative

Herbivory

•Another type of predation. Here plants are the prey

•Effect is positive/ negative

Mutalism

•Two species are benefitted and both remain unaffected

•Effect is positive in both the cases

Commensal
sim

•Two species are closely associated  and one is beneffitted and other 
remains unaffected.

•Effect is positive/neurtral

Parasitism

•Two species are closely associated in which one is beneffitted and 
other one is harmed

•Effect is positive/negative
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of preparation. They never cease to work and they start invading the offender even when they have 

not seen the offending invader earlier. 

 

Artificial Immune System (AIS) Algorithm  

This algorithm AIS was developed by Dasgupta, in 1999 [14]. AIS algorithm takes inspiration on 

how the human immune system functions. It has the features of self healing such as self-organization, 

learning from the current situation, adaptation, memory, robustness and scalability [26]. AIS emulates 

the human immune system  

The following are the process involved in AIS are given below: 

 

 
 

A Comparison of Nature inspired Optimization algorithms for Feature Selection 

 

 
 

Particle Swarm Optimization 

Particle swarm optimization (PSO) was developed by Kennedy and Eberhart in 1995[8]. It models 

the social behaviour of animals like an army of ants, flight of birds, school of fishes and pack of 

animals. The technique this algorithm uses is a population based stochastic optimization technique. 

PSO has several unique features such as simplicity, specific searching techniques, computational 

intelligence and easy implementation. It is widely used to optimize problems involved in engineering 

and technology. 

In PSO, the letter ‘P’ represents hundreds or thousands of particles which are of very less mass and 

volume. By communicating with one another they search and find the optimum value. Each particle 

‘p’is defined by two state vectors: 

(i) By position xi
k and (ii) By velocity vi

k. These state vectors are updated as given below [27]: 

𝑣𝑖𝑘= 𝑤𝑣𝑖𝑘+𝑐1𝑟1(𝑝𝑖𝑘−𝑥𝑖𝑘)+ 𝑐2𝑟2(𝑝𝑔𝑘− 𝑥𝑖k)  (1)  

Initialization of 
possible solutions 

to the problem

•Generation of initial population

Evaluation of 
Affinity

•Calculation of fitness or affinity of each 
antibody  is calculated

Hyper Mutation

•Hyper mutation is carried out with a rate 
whichis indirectly proprotional to the affinity

Bio Inspired

Algorithms

Evolution

Swarm

Natural River 
Formation

Intelligent water 
drop Algorithm

Convergent 
evolution in animals 

& microbes

Bird flocking - PSO

Fire fly – FA 

Social Behaviour of 
Bees (ABC)

Fish Schooling (SSA)

Human Innate 
Immune System

Artificial Immune 
System

Ecology
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𝑥𝑖k = 𝑥𝑖k +v𝑖k    (2) 

Where, 𝑥𝑖k refers Particle position 

v𝑖k refers Particle velocity 

𝑝𝑖𝑘 refers best "remembered" position 

c1, refers cognitive parameter 

c2 refers social parameters 

r1, r2 refers random values ranges from 0 to 1 

 

Process in PSO algorithm: 

 

 
 

Advantages and Disadvantages of PSO: 

 

The following table evaluates on the advantages and disadvantages of Particle Swarm Optimization 

algorithm: 

 
 

Firefly algorithm 

Firefly algorithm is another algorithm which belongs to the nature inspired algorithm proposed by 

Yang [15]. It is classified as meta heuristic and comes from the basis of swarm intelligence. The 

author drew the inspiration from the twinkling behaviour of fireflies which formed the key to solve 

Initialization

•Randomly intialize the  particle position 

•Randomly initalize the velocity of the particle

Objective 
Function

•Evaluate the fitness function of every particle 
present

Update

•Update Personal Best and Global Best

•Update the  particle's velocity and position of the 
particle

Stopping 
Criteria

•Check if the termination condition is met or not

•Quit if required good fitness value is obtained

Advantages

Easily Implementable

Robust

Converges quickly

Lest Computational 
time

Efficient in solving  problems 
which do not have suitable 

mathematical models

Disadvantages

Not easy to define the 
initial parameters

Has issues in problem of 
scattering

Can converge in local minimum 
particularly when the problems 
are complex
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constrained optimization problems.  The group of fireflies perform distinguishing luminary flashing 

actions such as to attract the partners, to establish communication, and to warn the group about the 

risk of predators. The Agents communicate with one another through bioluminescent radiant which 

guides everyone to explore more effectively and successfully than in randowm search with standard 

distribution.  

 

Steps Involved in Firefly algorithm: 

 

 
 

Advantages: 

 Effectiveness of the algorithm is more  in multi objective optimization. 

 Fast in solving optimization and engineering problems 

Disadvantages: 

 Slow convergence speed 

 More likely to be trapped in local optimum 

 

Artificial Bee Colony 

 

Artificial Bee Colony was developed by Karaboga and Basturk [10] modelling the nature inspired 

behaviour of honey bee swarm in foraging. In ABC algorithm, the colony of artificial bees is 

classified into three categories: one is employed bees, onlooker bees and scout bees. The first category 

is the employed bees which uses their memory to search around for the sources of food. It then shares 

the information about the sources of food to the onlooker bees. The second type of bee (i.e.) the 

onlooker bees choose the food source that is best from all the places found by the employed bees. 

Fitness which is higher will have greater chances to be chosen by the onlooker bees than the lower 

one. 

The third kind of bee is translated from few employed bees to the scout bees which carry out new 

indiscriminate search for discovering new food sources. The location of the food source denotes an 

optimal solution to the optimization problem and fitness or the quality is measured with the nectar 

amount of the food source. The number of the employed bees in the colony is equal to the number of 

feasible solutions in the population. 

 

 

Step1
•Fireflies are neuter gender

•Attraction to one another is irrespective of their sex

Step 2

•As brightness increases  attractiveness also increases. 
Both are directly proportional.

•Both attractiveness and brightness increase as their 
distance decreases. It is vice-versa also.

•Less brighter fireflies will fly towards more brighter one.

Step 3
•The objective function  is the key factor that 

determines the brightness of the firefly
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An employed bee alters the position (solution) in its memory according to the visual information on 

the neighbourhood and evaluates the nectar amount which is the fitness value of the current location 

(latest solution). If the fitness function is greater than the previous one than the new location will be 

memorized by the employee bee and the old location will be forgotten by it. When the entire searching 

process is complete the employed bees share their information (fitness value) and the position to the 

onlookers. In the reproduction phase the onlookers chooses the food source according to the 

probability value. The final phase is the selection phase which involves replacement of bees. In this 

phase it is decided whether the food source is abandoned and it is found that it cannot be continued 

through a finite number of cycles. The most important parameter is the predetermined number of 

cycles in the Artificial Bee Colony. 

Advantages of Artificial Bee Colony: 

 Simple and Robust 

 Can find local solutions quickly 

 Easy to implement 

Disadvantages of Artificial Bee Colony: 

 Very slow in solving problems involving sequential processing 

 More number of objective function evaluation 

 Secondary information is neglected 

 

Fish Swarm Optimization Algorithm 

The fish swarm optimization algorithm (FSOA) derives its inspiration from the shoal of fish that exist 

in ocean. The inspiration is drawn from the shoaling behaviour of fish. The technique used here is 

the evolutionary computation and it is a population based stochastic algorithm developed by Li et al. 

[11] in 2002. 

 

The following features have to be considered: 

 

 

Step 1

•Generate randomly spread food source positons 

•Iterative search procedure is done

Step 2

•Employed bee always looks for a better food source 

•Always it keeps in memory the new location and overlooks 
the old location

Steps 3

•Employed bee shares the current location which is the best 
location to the onlookers

•Onlookers evaluate the information and choose a food 
source depending on the nectar amount.

Step 4

•Abandoned sources are found and new sources 
are radomly searched by scout bees

Fish
•Individual fish refers  a feasible solution to the  problem

Food

•Density of food is related to the objective function that is to be optimized

•The amount of food  indirectly  corresponds to the value of objective function

Aquarium
• Design space is where the fish can be found



International Journal of Future Generation Communication and Networking  
Vol. 13, No. 2, 2020 pp.854-865 

861 
ISSN: 2233-7857 IJFGCN  

Copyright ⓒ2020 SERSC 

 

 

Fish swarm algorithms takes three different types of behaviours: [28] 

(i) Searching for food by performing random search to reduce the objective function (i.e.) the food 

satisfaction  

(ii) Swarming in response tries to satisfy the food intake needs and also aims to attract new swarm 

members. 

(iii) Following helps the neighbouring individual to reach the food. The fishes will follow where there 

is greater amount of food thereby increasing the probability of achieving a successful result 

 

Advantages: 

 It has immense potential to prevent local minimums in a way to reach global optimization. 

 High Accuracy is achieved  

 Flexibility is higher 

 

Disadvantages: 

 Time consuming 

 Advanced convergence 

 

Salp Swarm Algorithm 

 

Salp is an aquatic being which pertains to the lineage of Salpidae. It has an outline like a barrel which 

resembles to jellyfish. It has a cylinder shaped structure with openings at both the end. The openings 

help to propel water through their gelatinous bodies, to swim and for taking food [29]. The figure of a 

salp is shown below:  

 

 
 

Fig a. A Salp 

 

The schoaling behaviour in the deep oceans often forms a chain like structure which is known as salp 

chain. The rationale for this formation is not yet known but the scientist thinks it helps in better 

locomotion and for searching of food [1]. 

 

 
 

Fig b. Swarm of salps (salp chain) 

 

The steps involved in Salp Swarm Algorithm 
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To implement Salp Swarm algorithm the swarm is divided into two. One will be the head or the chief 

and the left behind salps in the chain are the followers. The leader directs the entire chain of salps 

and they will follow the leader either directly or indirectly. The representation of the position of salp 

will be represented in a two dimensional array. The target of the salp swarm chain is to identify the 

food source in the entire search space available. 

The following equation upgrades the leader position[30]: 

 

 
 

where 

 xj
1 refers  the location of the head or leader 

 Fj ->location of the food source   

ubj->refers the upper bound  

 lbj-> refers the lower bound  

c1, c2, and c3 are variables random values.  

It clearly states that the location is updated only for the leader with reference to the position of the 

food source. The parameter c1 which has the random value is the key coefficient. The main reason 

behind that is it provides equilibrium with exploration and exploitation. It is defined in the following 

equation [30]: 

 
where  

l -> the present iteration  

L ->denotes the upper limit of the iterations.   

The parameters c2 and c3 are numbers with random values between 0 and 1. It is generated uniformly 

in the interval of [0, 1]. These parameters guides us to the next position which must be taken towards 

negative infinity or positive infinity. The location of the followers is upgraded by implementing 

Newton’s law of motion:  

 
 

where i≥2, 

xj
i->the location of ith follower  in the jth dimension  

t -> time taken 

v0 -> represents the initial speed 

a is determined by the following equation:  

Initialize

•Populate the dataset

•Randomly initialize the positions of Salp

Evaluate

•Assign each salp to a feature subset

•Evaluate the fitness for each salp

Update & 
Verify

•Update the position of individual salp

•Check for stopping criteria and return the best 
subset
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where i ≥ 2 

xj
i->the location of ith follower in the jth 

dimension 

 

Thus the followers are updated and the slow and stepwise movement of them prevent the Salp Swarm 

algorithm to be stuck in local optima.  

The key controlling parameter c1 is decreased accordingly over the cycle of iterations, which enables 

the salp swarm algorithm probe the search space first and then capitalize on it.  

 

Advantages of Salp Swarm Algorithm: 

 

 Hybridizing with similar algorithms will always lead to better results 

 A good convergence takes place quickly 

 Increased process in obtaining best solutions 

 Very effective in finding solutions for  different  kinds of optimization problems  

 Applicable for problems with wide search space  

 Adaptability, robustness, and scalability  

 Has high feasibility and efficiency in achieving global optimum.  

 

Disadvantages of Salp Swarm Algorithm: 

 

 Deteriorates with untimely convergence  

 No hypothetical converging frame  

 The distribution by probability alters by generations 

 

VI. Conclusion 

 Bio inspired algorithms are creating a paradigm shift in the realm of Computer Science. 

These algorithms are inspired by nature and so their boundaries are boundless. So is the way of 

providing solutions to Computer Science problems. By hybridizing the algorithms we can proceed to 

the next generation modelling and computing. This work renders a summary of various algorithms to 

afford optimization and enhanced feature selection. The real time applications of nature inspired 

computing in past years are tremendous and they were the solution provider for various network related 

problem, data mining, web mining, biometrics, image processing, robotics, forecasting problems, etc.. 

There are arena where there are still notably demanding work for the researchers to provide solution by 

hybridizing the algorithms to offer perfect solution for new arising domains in engineering and 

technology. More specifically, there are innumerable ways and means to explore and hybridize a new 

approach or an algorithm. This paper proposes to synthesize two algorithms and hence we propose to 

hybrid Salp swarm algorithm with modified particle swarm optimization algorithm as a first step to 

provide a better extraction for feature selection in gene expression data. 
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