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Abstract 

“STOCK MARKET PREDICTION” is an attempt of trying to predict the future values of a company 

stock. There are so many factors involved in the prediction of stock market. They are physical, 

physiological, rational and irrational factors. We can predict the stock value with high accuracy with 

the help of these factors. In this article, we use the historical data of stock prices of a publicly listed 

company. Machine Learning algorithms is the best choice in current scenario to such an application. 

This paper presents some of the machine learning algorithms suitable for its implementation.  
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1. Introduction: 

 

               Analyzing a stock market is categorized into two parts – Fundamental analysis and 

Technical Analysis.  

 

1.1. Fundamental analysis: 
               Based on current business environment and financial performance. There are several 

possible objectives: 

a) To conduct a company stock valuation and predict its probable price evaluation. 

b) To make a projection on its business performance. 

 

1.2. Technical analysis: 
             Based on reading charts and using statistical figures. There are two types of approaches: 

a) Top Down: 

              It is a macroeconomic analysis that looks at the overall economy before focusing on 

individual securities. Traders focusing on this will have short term gain as opposed to long term 

valuations. 

b) Bottom Up: 

              It focuses on individual stock as opposed to a macroeconomic view. The value in this 

decision and intend to hold a long-term view on their trades. 

 

               Stock Analysis is the method of analyzing the growth of an organization for a certain 

period. This field is an area of interest not only for investors but also researchers. The main reason 

for this is due its volatile complex and regular changing nature making it difficult for reliable 

prediction. Machine Learning is a part of artificial intelligence which provides an ability for a 

system to automatically learn and improve from experience without coded explicitly. It focuses 

mainly on the development of computer programs that can access data and use it to learn 

themselves. The primary aim of this is it allows the computers to learn automatically by not using 

human assistance and exist actions accordingly. We provide data to the generic algorithms and 

logic is developed on the basis of that data. When a machine improves its performance based on its 

past experiences, we can say that machine has learnt truly. 

 

The technique for most accurate prediction is obtained by learning from the past data and to make 
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the program to do this is best possible through machine learning techniques. The decision of 

buying or selling a stock is based on the mean squared error.     

 

2. Other Related Works: 

 

Dr. P.V. Rama Raju, G. Naga Raju et al. [3] proposed a design which uses the sales force method 

for prediction of stock value. In this the data is stored in the cloud and used for predict the growth 

of an organization. H. White, et al. [1] This paper reports some results of an on-going project using 

neural network modelling and learning techniques to search for and decode nonlinear regularities 

in asset price movements. We focus here on the case of IBM common stock daily returns. Henry 

M. K. Mok, et al. [4] developed an approach and was verified by the Granger causality tests, the 

causality of daily interest rate, exchange rate and stock prices in Hong Kong were explored for the 

period 1986 to 1991. Depending on the subperiods being considered, sporadic unidirectional causality 

from closing stock prices to interest rate, and weak bi-directional causality between stock prices and 

the exchange rate were found. Draper, N. R., Smith, H., & Pownell, E, et al. [12], is an outstanding 

introduction to the fundamentals of regression analysis-updated and expanded the methods of 

regression analysis are the most widely used statistical tools for discovering the relationships among 

variables. This classic text, with its emphasis on clear, thorough presentation of concepts and 

applications, offers a complete, easily accessible introduction to the fundamentals of regression 

analysis. Dr. P. V. Rama Raju, G. Naga Raju, et al [18] developed an Artificial intelligence 

chatbot is predominant these days and getting speed as an application of computer 

communications. Sometimes chatbot reacts astutely like the human. Lee, S, et al. [8], proposed a 

model to illustrate the landslide susceptibility mapping, this study applied and verified a Bayesian 

probability model, a likelihood ratio and statistical model, and logistic regression to Janghung, Korea, 

using a Geographic Information System (GIS). Landslide locations were identified in the study area 

from interpretation of IRS satellite imagery and field surveys.  

 

Dong Nguyen Noa hA. Smith Carolyn P.Ros´ e, et al[13],proposed a major thrust of research in 

sociolinguistics is to understand the connection between the way people use language and their 

community membership, where community membership can be construed along a variety of 

dimensions, including age, gender, socioeconomic status and political affiliation. Hal Daum´eIII,et 

al[19], describes an approach to domain adaptation that is appropriate exactly in the case when one 

has enough “target” data to do slightly better than just using only “source” data. Our approach is 

incredibly simple, easy to implement as a preprocessing step. Shlomo Argamon, Moshe Koppel, 

James Pennebaker, and Jonathan Schlerwith, et. Al [16], proposed a model to find the growth of 

the blogosphere offers an unprecedented opportunity to study language and how people use it on a 

large scale. We present an analysis of over 140 million words of English text drawn from the 

blogosphere, exploring if and how age and gender affect writing style and topic. H.White,et al. 

[10]proposed an article that learning procedures used to train artificial neural networks are inherently 

statistical techniques. It follows that statistical theory can provide considerable insight into the 

properties, advantages, and disadvantages of different network learning methods. We review concepts 

and analytical results from the literatures of mathematical statistics, econometrics, systems 

identification, and optimization theory relevant to the analysis of learning in artificial neural networks. 

 

3. Machine Learning Algorithms: 

Machine Learning algorithms are classified into following types: 

 

3.1. Supervised Learning Algorithms: 

Supervised learning uses labeled training where we get output as y for a given input x based on the 

mapping. Otherwise, it can be explained as the following equation: 

 

Y = f (X).It allows us to get accurate output for a given input. 

 

Learning is categorized into two types: classification and regression. 
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We use classification when the output variable is in the form of categories. A classification model 

looks at the input data and tries to predict labels. 

 

Regression is used to predict the output when the output is real for a given sample. For example, a 

regression model is used to predict rainfall, height of a person based on the input data. 

“Ensembling” is another type of supervised learning. It is also known as combining the predictions 

of multiple machine learning models which are weak when taken individually which gives an 

accurate prediction on a new data. 

 

3.2. Unsupervised Learning Algorithms: 

Unsupervised learning models is used when there are no corresponding output variables for a 

given input data. It uses unlabeled data to find out the underlying structure present in the data.  

 

There are three types of unsupervised learning: 

 

Association is used to find the probability of occurrence of an item in the list . It is extensively 

used in market-basket analysis. For example, association is used to predict if a customer buys rice, 

user is 70% likely to buy dhal. 

 

Clustering is defined as the grouping the objects of similar type in a cluster and the objects in a 

cluster are different from the objects of another cluster. 

 

Dimensionality Reduction is used to reduce the count of variables in the data set without the 

information loss. Reduction in dimensions can be done using the following two methods: 

Feature Extraction methods and Feature Selection methods. Feature Selection is used to select the 

subset from the original variables. Feature Extraction is a method which is used to transform data 

from high end to low end. 

Example: PCA algorithm is a Feature Extraction approach. 

 

3.3. Reinforcement learning: 

          Reinforcement learning is another type of learning in which a user decides the next action 

based on his present state such that user gets a maximize reward. 

 

Reinforcement algorithms learns by using trial and error method. Imagine, a video game player 

who needs to move to certain places to score more points. A reinforcement algorithm will start 

randomly at any point and over through trial and error, it will come to know through which 

position it has to move to gain maximum points. 

 

4. Methodology: 

                  In this we predict the stock prices of a stock for required number of days in the future 

based on the Close price. We import required dependencies, that will allow the program a little easier. 

We import the machine learning library quandl, and NumPy. 

 

                  Next, we get the stock data of a particular company from quandl, and take a look on the 

data set. Here we allow the user to select a particular stock data of a company using company 

keyword like HP, DELL as shown in Figure 1., and store it into a variable ‘df’ which is short for data 

frame, and printing the first 5 rows of data. 
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Figure 1. Showing the way to enter company user need 

                 

                  We only need the Close price, so we get data only from the column ‘Close’ and store this 

back into variable ‘df’. Then we print the first 5 rows of data set we stored back into the variable ‘df’. 

We get first 5 rows of the data which has Close price column. 

 

                   Now, we create a variable to store the predict values, to store the number of days we 

required in the future we would like to predict. This variable is used in whole programming such a 

way that we simply change the number and rest of program will be same. So, if user decides the 

number of days user required to predict as shown in Figure 2. For instance, user requires for 20 days 

into the future, user changes the variable from 30 to 20, and now program will predict future values 

up to 20 days. 

 

 
Figure 2.  Shows the number of user needs. 

 

                  Now, we need a column which holds the values of the stock which are predicted for next 

required number of days into the future. The future price that we want 30 days into the future is just 

30 rows down from the Close price. A new column named Prediction is created and it is then used to 

store the prices for next required number of days by shifting the column up. We plot the shares we got 

of a particular share as shown in figure 3. Note: As we shifted the data by required number of days 

those spaces in the prediction column will have NaN’s. 
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Figure 3.  Plotting the data of a particular share. 

                     

                     We add the new data set after addition of column which is used to store the prediction 

value by shifting the data up by required number of days. Next, we need to create the independent 

data set (X). This data set is used to train the machine learning models. For this we do create a 

variable ‘X’, and convert all the data into a NumPy (np) array. This conversion takes after adding the 

‘Prediction’ column, and this new data is stored into ‘X’. Then we remove the last rows which count 

is equal to the number of days we like to predict of data from ‘X’, and then store the new data again 

into ‘X’. We print the data 

 

                       The new independent data set ‘X’ we created previously, now we create a dependent 

data set called ‘y’. This is what we called target data which holds the future price predictions. 

In order to create this new data set ‘y’, we need to convert it from data frame to NumPy array and 

from the ‘Prediction’ column, and store this into a new variable ‘y’ and we remove the last columns 

and the column count is equal to number of days we like to predict .Now, we print ‘y’ to ensure that 

there are no NaN’s. Now that we have our new cleaned and processed data sets named ‘X’ & ‘y’. we 

split them up into two sets where 80% of data is used for training and 20 % of data is used for testing 

model(s) as shown in Figure 4. Next, we create & train the Linear Regression model with the data of 

the company we chose. 

 

 
Figure 4.  Dividing training and testing data 

                      The way to test the model is by getting the score which is also known as the coefficient 

of determination R² of the prediction as shown in figurer 5. The best possible score is 1.0. Based on 

the R2 value we go with the value whether to go with which type of regression. 
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Figure 5. Mean squared error value 

 

                   Now we are ready to predict the values now, we consider the last required number of rows 

of data from the Close price data frame, and store it into a variable called x_forecast after 

transforming it into a NumPy array and dropping the ‘Prediction’ column of course. Finally, we 

arrived at the moment and print out the values for next required number of days using the linear 

regression model. The same procedure is followed for the polynomial regression also. 

 

5. Conclusion: 

              We discussed about the two widely used methods that are used earlier. Later machine 

learning methods were applied on a large scale of data. Results of some methods have given a hope 

but went in vain when checked through realistic simulations. From this, we can conclude that that 

there is difference in theory and practice of stock market. This report shows the prediction of stock 

market in extremely tough situation.   
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